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Most often, the techniques of Machine learning are used for the decision of problems in Reliability Analysis. In 
this study, we propose to consider the application of the Reliability Analysis based method application for the 
decision problem in Machine Learning, in particular, the analysis of the influence of input attributes on the 
classification result. Some attributes are most important for the classification because they significantly influence 
the classification result than others. A new method for the determination of the most important attributes is 
proposed. This method is developed based on the approach of Importance Analysis, which is widely used in 
Reliability Analysis. The attribute’s importance is evaluated by structural importance. 
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1. Introduction 
Classification is one of the principal approaches 
in machine learning. The classification efficiency 
depends on many factors. One of the factors 
affecting classification is the quality of the initial 
data. The initial data used for the classifier 
induction assumes sufficient training samples, 
their balances among specified classes, 
acceptable data dimension, authenticity, and 
absence of redundant data or noise. The choice 
of the input attributes that have the maximum 
impact on the result is one of the tasks of the 
data pre-processing. This problem is known as 
feature extraction/selection (Bolon-Canedo et al, 
2013). The feature selection/extraction, on the 
one hand, reduces the dimensions of the studied 
data sets, on the other hand, the required 
classification accuracy is of paramount 
importance and must be maintained despite the 
reduction of attributes. There are many 
approaches to feature selection/extraction. As a 
result of feature extraction, a new set of 
attributes from the original set is formed (Bruni 
et al., 2022). The often-used methods for feature 
extraction are based on techniques of Linear 
Discriminant Analysis, Principal Component 

Analysis and Independent Component Analysis. 
As a result of feature selection, an acceptable set 
of attributes from the original dataset is selected 
without any transformation (Naheed et al., 
2020). Feature selection methods can be divided 
into filter, wrapper, and embedded methods. 
Filters are independent of an algorithm of the 
classifier induction and choose attributes based 
on the characteristics of initial data. The wrapper 
methods depend on the algorithm of classifier 
induction. A classification algorithm evaluates a 
subset of selected attributes according to a 
classification measure. These methods have high 
performance but require much computation time 
to execute. Embedded methods perform attribute 
selection in the process of the classifier induction 
and depend on the classifier and algorithm of its 
induction. This study proposes a new method for 
attribute selection based on the importance 
analysis of the initial data set of attributes.  

2. Method  

A new method for analysis of the influence 
of the classification factors (input attributes) on 
the result is proposed. It allows for studying the 
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sensitivity of decision making. This method can 
be thought of as a feature selection method that 
combines the advantages of filter and wrapper 
based methods. The proposed method has the 
universality of filters. Attributes are evaluated and 
quantified by Structural Importance (SI) (Zaitseva 
et al., 2023).  

The proposed method consists of two steps 
(Fig. 1). The construction of the mathematical 
model acceptable for reliability analysis is 
implemented in the first step. This step is 
implemented based on the classifier induction. 
The result of this step is a decision table of the 
classification, which is interpreted as the structure 
function of a system (mathematical model of a 
system for its reliability analysis). The analysis of 
important components (attributes) is performed in 
the second step based on reliability engineering 
based methods. The result of this step is a 
quantification of all attribute importance for the 
result of classification. 

The proposed method has been used for the 
induction of a Fuzzy Decision Tree (FDT). The 
analysis of input attributes' importance based on 
the proposed method is considered by the example 
of the analysis of the factor of the timing of 
tracheostomy in COVID-19 patients (Zaitseva et 
al., 2023). The attributes with the biggest or non-
zero value of SI are selected for the induction of 
the final classifier (Fig.2). The classification 
performance in this case study is not changed after 
eliminating non-important attributes with SI=0. 
Therefore, if we omit attributes with zero or small 
values of SI, the classification model can be 
simplified, the time for training will be shorter, we 
can avoid large dimensional, and also the data 

compatibility with the input model can be 
improved. 

 
Fig. 2. The evaluation of attributes’ importance 

3. Conclusion 

The advantages of the proposed method are 
(a) evaluation and selection of attributes 
depending on the classification result (similar to 
wrapper methods) and (b) can be used for any 
classifier without fundamental changes similarly 
to filters. At the same time, the application of the 
proposed method for the analysis of big data or 
data drift will need additional modification. The 
present version of the method can be effective for 
minor changes in attribute importance since the 
uncertainty arising, in this case, can be covered by 
the use of a fuzzy classifier. 
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Fig. 1. The method for quantification of input attributes’ importance. 
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