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Convolutional neural networks (CNNs) have seen spectacular advances over the past century, particularly improving
the state-of-the-art in computer vision tasks. Semantic segmentation, an image classification at pixel-level, is an
essential step in understanding a vehicle’s surroundings via camera images for autonomous driving. While CNNs
keep becoming more and more powerful predictive models, they still often fail if an input is outside of their learned
concepts. The non-detection of objects in street scenes, including out-of-distribution (OOD) objects, poses serious
hazard and may cause public harm. Therefore, methods determining when a model has failed are crucial in order
to ensure a safe and responsible usage of CNNs in real-world applications. In this work we present a method for
the detection of OOD objects. We extend work from image classification to more complex semantic segmentation.
Our approach is based on pixel-wise entropy derived from the CNN’s probabilistic Softmax output. This dispersion
measure can be understood as prediction uncertainty indicating a failure per pixel. Paired with methods from image
processing, we determine image regions in which an OOD object might be present but overlooked by the CNN.
We show the course of our method’s development performed on the semantic segmentation Lost and Found dataset
that was inferred using the state-of-the-art CNN DeeplabV3+ with Xception65 network backbone. We provide an
in-depth statistical evaluation and discuss strength, but also weakness, of our presented method. Additionally, we
perform a brief analysis of the topic from the point of view of safety engineering, including a critical evaluation why
common standards like ISO 26262 cannot be applied.

Keywords: computer vision, convolutional neural networks, semantic segmentation, out-of-distribution, autonomous

driving, image processing, functional safety.

1. Introduction

Deep learning algorithms are to be deployed in a
variety of real world tasks as they consistently im-
prove the state-of-the-art in fields such as natural
language processing, image processing or medical
diagnosis. In particular in the field of computer
vision the introduction of convolutional neural
networks (CNNs, Krizhevsky et al. (2012)) led to
a great impact on recent advances as most deep
learning models are based on the convolutional ar-
chitecture. Even for difficult problems like seman-
tic segmentation, the task of assigning the object
class for each pixel within an image, CNNs are the
most commonly used network architecture (Long
et al., 2014). Despite the high performance that
such CNNs provide, the adoption of deep learning
in everyday applications is yet to come. One
reason is the lack of mandatory safety guarantees
in systems that are becoming more and more com-

plex. For instance, the capability of indicating
when the underlying model is likely mistaken is
still a missing but safety critical prerequisite for
the usage of deep learning. Therefore, the behav-
ior of CNNs when they encounter data unlike the
training data is an important topic in this area. In
this context, samples, that are possibly seen at test
time but are different to the ones seen during train-
ing, are called out-of-distribution (OOD) samples.
One property that one expects CNNs to satisfy
is to output high prediction uncertainty for these
OOD samples. However, the opposite behavior,
i.e., producing high confidence predictions, have
been reported in several works, see Yosinski and
Clune (2015); Hendrycks and Gimpel (2016); Guo
et al. (2017).

Tackling the OOD detection in CNNs is usu-
ally approached by either modifying the training
process or by post processing given CNN out-
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puts. The training approach aims at improving the
models’ discrimination capabilities between out-
of-distribution and in-distribution data (Lee et al.,
2018) or at enforcing models to output uniform
confidence scores on OOD inputs (Hendrycks
et al., 2018). Mathematical guarantees for low
confidence scores on OOD samples are addition-
ally provided in the work by Meinke and Hein
(2019). On the contrary, post processing meth-
ods do not require any changes to a pre-trained
model and identify OOD samples by deriving
patterns from the CNNs’ output. As baseline ap-
proach Hendrycks and Gimpel (2016) introduced
thresholding on the maximum softmax probability
that is outperformed by techniques adjusting the
estimated confidence (DeVries and Taylor, 2018;
Liang et al., 2018). However, all these presented
methods are limited to simple image classification
problems only.

In this work, we extend OOD detection from
image classification to the more demanding and
application-relevant task of semantic segmenta-
tion. Specifically, we present a post processing
method that extracts (pixel-wise) inference uncer-
tainty via the entropy measure from the pixel-
wise probabilistic softmax output. Connected
components of pixels with high entropy values,
that are additionally aggregated using methods
from image processing, consequently are sup-
posed to indicate the presence of an (possibly
overlooked) OOD object. We perform numeri-
cal experiments with the state-of-the-art semantic
segmentation network DeeplabV3+ with Xcep-
tion65 backbone (Chen et al., 2018) trained on
the Cityscapes street scenes dataset (Cordts et al.,
2016) and test the performance of our presented
method on the Lost and Found dataset (Pinggera
et al., 2016) which includes OOD objects. We
provide an in-depth statistical evaluation and dis-
cuss strength but also weakness of our presented
method.

The remainder of this work is structured as
follows: In the second chapter the methodology
is presented by building up the necessary funda-
mental knowledge and explaining it step by step.
Moreover the thought process is presented in a
traceable way. In the third chapter the results
obtained by applying our method to the test set
of the Lost and Found data set are presented and
analyzed. Moreover strengths and weaknesses of
the method and the used evaluations are discussed.
In the following, a brief consideration of the prob-
lem from a safety perspective is given. The work
is concluded with a summary of the results and an
outlook.

2. Methodology

The method of post processing the semantic seg-
mentation is divided into three sub-processes.
During the first sub-process the pixelwise entropy

of the Softmax-outputs is determined. The en-
tropy can be used as a measure of the uncertainty
of a neural network. In the second sub-process the
entropy is filtered in order to find dense regions
of high uncertainty. These regions are assumed
to contain an overlooked object. In the third sub-
process the prediction, i.e. the semantic segmen-
tation, is modified using the information obtained
in the second sub-process.

2.1. Determination of the entropy

At the beginning of the first sub process the
Softmax-output of a segmentation-CNN is given
for every image of the data set. The Softmax
function is given by the following formula.
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Here, z! is the activation of the i-th neuron,
of the I-th layer. Applying the Softmax function
to the activations of a layer converts these acti-
vations into easy-to-read probability-like values.
The Softmax function is usually applied to the
output layer of a neural network.

In this case, the CNN was trained to distinguish
19 different classes. Consequently, there are 19
softmax probabilities for each pixel of an image.
To measure the uncertainty of the CNN for a
single pixel, the entropy is calculated.

Entropy is a measure for the average information
value of a message and was defined by Claude E.
Shannon (Shannon, 1948). In general, the entropy
H of a message is calculated as follows.

Hp == p:logs(p-)
z€Z
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Here, H; denotes the entropy of a message I,

which is built from the letters z of the finite alpha-
bet Z. p. denotes the probability of occurrence of
the letter z.
This formula is adapted to measure the uncer-
tainty of the CNN. As stated before, the CNN was
trained to distinguish 19 different classes, which
leads to arrays of the size 2048 x 1024 x 19 as
the Softmax-output. The entropy is calculated
for every individual pixel, using the following
formula.
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Here, H denotes the entropy again. More

specifically, the normalized entropy, since the
value is divided by logs(7y), leading to values in
the range of [0; 1]. p; denotes the Softmax-Output
of the i-th class that the CNN was trained on.
An exemplary result of this first sub process can
be seen in figure 1. It can be observed that high
entropy values occur in the region of the left object
near the center of the image.

Fig. 1.
ferring the real image (top) visualized in the semantic seg-
mentation (middle) provide the basis for the calculation of the
entropy. The values of the entropy are visualized (bottom)
from white for H = 1 to black for H = 0.

The Softmax probabilities that were obtained by in-

2.2. Filtering of the entropy

During the next sub-process, the entropy is filtered
in order to find dense regions of high uncertainty.
To do this, the relevant area of the image is
narrowed down first with the goal to obtain the
driveable area seen in the image. We propose two
different methods to do so.

2.2.1. Defining the relevant area of the image

The first method uses a fixed mask to define the
relevant area of the image (hereinafter referred to

as “fixed restriction”). The fixed mask, that is
used to define the relevant area, was determined
by “adding up” all objects that can be seen in a
pixel over all images in the training portion of the
data set. The resulting image is then blurred using
gaussian_filter (sigma = 25) from the
scipy.ndimage.filters library. Afterwards all val-
ues below the threshold of e — 1 are discarded.
The pixels whose value exceeds the limit form the
mask, that is used to define the relevant area. The
resulting mask, that was used for the evaluations
is shown in figure 2.

Fig. 2. The mask that is used to define the relevant area if the
fixed restriction is used.

The second method to define the relevant area
of the image uses an adaptive approach to define
the relevant area of the image (hereinafter referred
to as adaptive restriction). As the name suggests,
the adaptive restriction determines a different rel-
evant area for every image. The approach uses
the Softmax output by defining the relevant area
as all pixels, that are in the convex hull of pixels,
that are labeled as either street or sidewalk. This
area is extended by the area of all pixels that have
been labelled as terrain. A pixel is considered
to be labeled as category X if the corresponding
Softmax output is maximal for the pixel. An
exemplary result of this method can be seen in
figure 3.

Note that both methods have not been opti-
mized yet. The parameters used were determined
by randomly testing some of the values and mak-
ing a decision based on sound judgment.

2.2.2. Procedure of the method

After the relevant area has been narrowed down,
the entropy in that relevant area is filtered. Here,
the following observations on the obtained en-
tropy images are considered:

(1) In multiple cases, the neural network seems
to be unsure, whether the road area is to be
considered as “road” or “’sidewalk” resulting
in low amounts of entropy in the area. The
cause for this uncertainty is most likely, that
in several images the road surface is made
out of paving stones, which is typically used
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Fig. 3.
and adaptive restriction of the relevant area of this image
(bottom).

Real image (top), semantic segmentation (middle)

for sidewalks. To ignore the entropy values
resulting from the uncertainty between two
classes, the maximum value of entropy, that
can occur in this case, is calculated.

19
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Here, max(H)|[2C] denotes the maximum
entropy value under the assumption, that
all Softmax outputs except two are approxi-
mately zero. In order not to take into account
entropy values that occur due to the uncer-
tainty between two classes, a threshold value
greater than 0,2354 is applied in the method.
(2) Between two semantic segments there is al-
most always a fine line, at which the output of

the neural network transitions from one seg-
ments class to the other segments class. This
results in a fine line of high entropy values.
In order to discard those fine lines of high
entropy and instead focus on dense regions
of high entropy, a series of image filters is
applied in the method.

The method starts with importing the Softmax
outputs and calculating the pixelwise entropy. In
the following first filtering step all entropy values
that are below the threshold of 0.5 or outside of the
defined relevant area of the image are discarded.
The values are than scaled up to brightness values
by multiplying them by 255. Afterwards a gaus-
sian blur is applied using cv2.GaussianBlur
with a kernel-size of 11 x 11. After that, all
pixels with a value greater or equal 90 are set to
255 by applying cv2.threshold (im, 90,
255, cv2.THRESH_BINARY). Thereafter
cv2.erode is applied with two iterations and
cv2.dilate is applied with four iterations. The
idea for this method of filtering entropy values is
taken from Rosebrock (2016). The image filters
used are taken from the OpenCV library. As
before, all used parameters were determined by
randomly testing some values and making a de-
cision based on sound judgment. An optimization
of the parameters should be done in the future.

2.2.3. Modifying the segmentation

The remaining entropy segments have their origin
in dense fields of high entropy. Therefore they can
be used to modify the original segmentation in the
third and final sub-process of the method. For this
purpose a new 20*" class is introduced. All pixels
that are filtered out by the method are then labeled
with that 20t" class that was named "USO” (for
“unidentified street object”). An exemplary result
of the method can be seen in figure 4.

3. Results

The evaluations are  performed us-
ing the compute metrics_per_image func-
tion from the MetaSeg-framework by Matthias
Rottmann (Rottmann et al., 2018). The function
compares two images by scanning all segments of
the first image and comparing them to the seg-
ments of the second image. The most important
measure, that is taken is the Intersection-over-
Union (abbr: IoU), which indicates the ratio of
intersection to union. An exemplary application
of that function is to scan a Ground Truth image
and comparing its segments with the segments of
a prediction for the same image. By doing so, the
quality of the prediction can be evaluated.
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Fig. 4. From top to bottom: 1) Real image (with the two
objects circled in white for enhanced visibility), 2) semantic
segmentation / Inference, 3) visualization of the entropy, 4)
modified segmentation (new segments in white for enhanced
visibility).

The segmentation was modified and improved in the region of
the two objects that were placed on the street. Further segments
that were labeled as "USO” can be found in the region of
the dumpster on the right side, slightly above the two objects
and in the left foreground of the picture. (total of five false-
positives).

3.1. Evaluation of the restriction of the
relevant area

To evaluate the two different restriction methods,
the number of Ground Truth Objects that are con-
tained in the relevant area to a certain percentage
is considered. The results of this evaluation are

shown in Table 1.

Table 1. Number of objects that are contained in the relevant
area for the specified proportion.

adaptive (%) fixed (%)

> 0% 1864 100 1719 92.22
> 20% 1864 100 1688 90.56
> 40% 1857 99.62 1667 89.43
> 60% 1842 98.82 1647 88.36
> 80% 1823 97.80 1623 87.07
100% 1751 93.94 1566 84.01

Note: The columns headed with ”(%)” indicate the proportion
of the total quantity represented by the respective quantity to
the left.

As can be seen in the table the adaptive re-
striction seems to outperform the fixed restriction,
since more objects are contained for every speci-
fied proportion. By using the adaptive restriction,
all 1864 objects of the dataset are contained in
the relevant areas of the images by at least 20%
of their area. If the fixed restriction is used, only
90.5% of the objects are contained in the relevant
area by at least 20%. The adaptive restriction out-
performs the fixed restriction by about 10% with
only slight variations for containments of 40%
to 100%. When using the adaptive restriction,
93.94% of the objects are completely contained
in the relevant area. By using the fixed restriction
only 84.01% of the objects are entirely contained.
These evaluations have little meaning, if the size
of the respective relevant area isn’t taken into
account. [Imagine not restricting the area at all.
All objects would intersect by 100%. However,
a lot of objects that are in “unimportant” areas
of the image would be found by applying the
method.] This is done indirectly by measuring the
numbers of false positives, i.e. segments of the
prediction that don’t intersect with objects of the
ground truth. By doing so, we can evaluate how
effectively the relevant area was restricted by the
respective methods.

3.2. Analysis of false-positives

For this evaluation the segments of the modified
segmentations which are denoted USO,, (using the
adaptive approach) and USOy (using the fixed ap-
proach) were scanned for intersections with seg-
ments of the ground truth. Although the amount
of false-positives might seem high at first glance,
it is to be considered, that the ground-truth of the
Lost and Found data set is very sparsely labeled,
i.e. many objects aren’t labeled at all. Thus,
many of the false-positives shown in this evalua-
tion aren’t true false-positives, since they intersect
with objects which are simply not labeled as such.
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A better evaluation of the method regarding the
false-positives should be done in the future by
applying the method to denser labeled data sets
or by subsequently labeling previously unlabeled
objects in the data set.

Table 2.  Number of false-positives.

UsO, Uso;
# obj 10170 5210
ToU = 0.00 9310 4428
IoU < 0.25 9905 4971
IoU < 0.50 10061 5110
IoU < 0.75 10148 5188

Note: The first line shows the total number of
segments in the respective predictions.

As stated before, the evaluation of the false-

positives shown in table 2 is only there to provide
an indication of the size of the relevant areas. As
the values show, the segmentation that was made
using the adaptive restriction contains 10170 seg-
ments and therefore almost twice as much seg-
ments as the segmentation that was made using the
fixed restriction, which contains 5210 segments.
Note, that there is no difference between the two
methods other than the restriction of the relevant
area. From the values it can be deduced that the
fixed restriction provides a relevant area, that is
on average significantly smaller than the relevant
area provided by the adaptive restriction.
Based on this insight, the adaptive restriction
should no longer be considered to be outperform-
ing the fixed restriction. The relevant area of the
adaptive restriction contains a greater number of
objects, which is at the expense of an averagely
larger relevant area and thereby a larger number
of false-positives.

3.3. Evaluation of the different
Predictions

To evaluate the method, the following three seg-
mentations were evaluated:

e USO: This segmentation contains only the
unidentified street objects (abbr.. USOs)
found using the method described above, i.e.
everything that remained after the method was
applied to the entropy of the Softmax Out-
puts (white segments in last image of figure
4). This segmentation is used to test whether
objects are actually found by filtering the en-
tropy.

e NN&USO: This segmentation contains the
USOs as well as everything that has been
labeled as non-driveable space in the segmen-
tation, i.e. everything that was not labeled as

street, sidewalk or terrain by the neural net-
work. This segmentation is used to evaluate
the final result, i.e. the modified segmenta-
tion, and contains all objects that were recog-
nized by the neural network and the proposed
method.

e NN: This segmentation contains everything,
that was labeled as non-driveable space in the
inference of the neural network. This seg-
mentation serves as a baseline for the afore-
mentioned modified segmentation and con-
tains all objects that were recognized (but not
necessarily identified, see 3.4) by the neural
network.

Each of these segmentations can be made with
either method to restrict the relevant area, which
were explained earlier (fixed relevant area will be
denoted with by f; adaptive relevant area will be
denoted by ,), leading to a total of six different
segmentations that are evaluated in this section.

For the evaluation, the ground truth objects were
scanned for intersections with the segmentations.
The results of the evaluation are shown in table 3.

Table 3. Number of Ground Truth objects that fulfill the
condition in the column on the left

NU, NU; No Ny U, Uy
IoU>0.0 1238 1144 1235 1142 541 494
IoU>0.1 909 724 855 690 410 376
IoU>0.2 795 642 738 595 333 304
loU>0.3 698 584 617 518 267 242
IoU>04 609 525 523 442 197 176
IoU>05 526 464 431 375 131 119
IoU>0.6 419 370 325 283 69 65
IoU>0.7 285 256 226 195 35 34
U>08 156 139 113 97 13 13
U>09 16 16 8 8 1 1

Note: The designations for the different predictions had to
be further abbreviated in order to fit the table.
NN&USO — NU; NN — N; USO — U.

As can be seen in the table, the original objec-
tive of the work was only partially achieved. The
number of ground-truth objects that intersect with
the segmentation was increased from 1235 (/V,,
baseline) to 1238 (NU,, modified segmentation)
for the adaptive restriction, and from 1142 () to
1144 (NUy) for the fixed restriction. This means
that only three respectively two objects that were
previously undetected were detected by the appli-
cation of our method. However, the quality of the
prediction was significantly improved. Depending
on the condition, the improvement on the number
of objects ranges from 6,3% (from 855 to 909
objects at "ToU > 0.17) to 22.0% (from 431 to 526
objects at "ToU > 0.5”) to 34.5% (from 113 to 156
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objects at "ToU > 0.8) up to 100% (from 8 to 16
objects at "IoU > 0.9’) when using the adaptive
restriction. For the fixed restriction the number
of objects was increased, too. The improvement
on the number of objects ranges from 4.9% (from
690 to 724 objects at 'IoU > 0.1") to 23.7%
(from 375 to 464 objects at "IoU > 0.5") up to
100% (from 8 to 16 objects at "ToU > 0.9%). The
relatively low numbers of intersections with the
segmentations U, and Uy indicate, that many of
the 1864 objects were recognized and identified
by the neural network in good quality. This is why
the entropy in the region of those objects was low
and thus, no USO-segment was added.

3.4. Further observations

A phenomenon that emerged was, that objects
were recognized but not identified by the neural
network. This resulted in a potpourri of differ-
ent classes that pixels of the object were labeled
with. In almost all cases of that happening, the
entropy was very high in the region of the ob-
ject. This resulted in a clean detection of the
object by our method, which then resulted in a
single segment showing the object in the mod-
ified prediction. This kind of improvement of
the prediction doesn’t show in the evaluations,
since even though there’s a potpourri of classes in
the region of the object, the object is recognized
and therefore treated as a single segment during
the evaluations. An example for the described
phenomenon is shown in figure 5.

Fig. 5. A recognized but unidentified object before (left) and
after (right) the method was applied.

4. Consideration from a safety
perspective

From a safety perspective, the overlooking of
objects during semantic segmentation represents
a decisive threat to the functional safety of au-
tonomous vehicle control. Our method represents
a procedure to improve the quality of a semantic
segmentation and does therefore contribute to the
functional safety. However, there is currently

no standard that defines the functional safety for
autonomous driving. Standards to ensure func-
tional safety in the automotive sector are usually
given by ISO 26262 (International Organization
for Standardization, 2018). However, these stan-
dards cannot be applied to autonomously driving
vehicles, since, for example, lots of the measures
used to rate a hazard in the ISO 26262 evaluate the
controllability of a situation by the driver.

A standard which defines requirements and meth-
ods for the validation of artificial intelligence for
autonomous driving is therefore urgently needed
to ensure the safe and responsible usage of arti-
ficial intelligence for autonomous driving. Fur-
thermore, a relevance rating of false-positives is
needed, which extends the outdated and primitive
counting of false-positives to a more informative
metric.

5. Conclusion and outlook

We presented a method that can improve the
quality of a semantic segmentation by calculating
and filtering the entropy of the Softmax-outputs
of a segmentation-CNN. As part of the method,
two different methods to restrict the relevant area
of the processed images were presented. Both
methods have both advantages and disadvantages
compared to the other method.

By applying the presented method on the Lost
and Found data set, the original objectives could
only be partially achieved. Only few previously
undetected objects were detected by our method.
However, the quality of the prediction could be
significantly improved.

For the future, an optimization of the method by
adjusting the used parameters is planned. More-
over, more precise metrics shall be sought in order
to make the method more comparable to similar
methods. Beyond that, the application of the
method to other data sets will be performed. Here,
we will strive to find a more completely labeled
data set in order to be able to examine and evaluate
our method in a more profound way.

References

Chen, L.-C., Y. Zhu, G. Papandreou, F. Schroff,
and H. Adam (2018). Encoder-Decoder with
Atrous Separable Convolution for Semantic Im-
age Segmentation. In The European Confer-
ence on Computer Vision (ECCV).

Cordts, M., M. Omran, S. Ramos, T. Rehfeld,
M. Enzweiler, R. Benenson, U. Franke, S. Roth,
and B. Schiele (2016). The Cityscapes Dataset
for Semantic Urban Scene Understanding. In
Proc. of the IEEE Conference on Computer
Vision and Pattern Recognition (CVPR).

DeVries, T. and G. W. Taylor (2018, feb). Learn-
ing Confidence for Out-of-Distribution Detec-
tion in Neural Networks.



Proceedings of the 30th European Safety and Reliability Conference and
the 15th Probabilistic Safety Assessment and Management Conference

Guo, C., G. Pleiss, Y. Sun, and K. Q. Wein-
berger (2017). On calibration of modern neural
networks. 34th International Conference on
Machine Learning, ICML 2017 3,2130-2143.

Hendrycks, D. and K. Gimpel (2016). A Base-
line for Detecting Misclassified and Out-of-
Distribution Examples in Neural Networks.
CoRR abs/1610.02136.

Hendrycks, D., M. Mazeika, and T. Dietterich
(2018, dec). Deep Anomaly Detection with
Outlier Exposure.

International Organization for Standardization
(01.12.2018). Iso 26262:2018: Road vehicles
- functional safety.

Krizhevsky, A., I. Sutskever, and G. E. Hin-
ton (2012). Imagenet classification with deep
convolutional neural networks. In F. Pereira,
C. J. C. Burges, L. Bottou, and K. Q. Wein-
berger (Eds.), Advances in Neural Information
Processing Systems 25, pp. 1097-1105. Curran
Associates, Inc.

Lee, K., H. Lee, K. Lee, and J. Shin (2018).
Training confidence-calibrated classifiers for
detecting out-of-distribution samples. 6th Inter-
national Conference on Learning Representa-
tions, ICLR 2018 - Conference Track Proceed-
ings, 1-16.

Liang, S., Y. Li, and R. Srikant (2018). Enhanc-
ing the reliability of out-of-distribution image
detection in neural networks. 6th International
Conference on Learning Representations, I[CLR
2018 - Conference Track Proceedings (2017).

Long, J., E. Shelhamer, and T. Darrell (2014).
Fully convolutional networks for semantic seg-
mentation. CoRR abs/1411.4038.

Meinke, A. and M. Hein (2019). Towards neural
networks that provably know when they don’t
know. pp. 1-14.

Pinggera, P., S. Ramos, S. Gehrig, U. Franke,
C. Rother, and R. Mester (2016). Lost and
found: Detecting small road hazards for self-
driving vehicles. IEEE International Confer-
ence on Intelligent Robots and Systems 2016-
November, 1099-1106.

Rosebrock, A. (2016). Detecting multiple bright
spots in an image with python and opencv.

Rottmann, M., P. Colling, T.-P. Hack, R. Chan,
F. Hiiger, P. Schlicht, and H. Gottschalk (2018).
Prediction Error Meta Classification in Seman-
tic Segmentation: Detection via Aggregated
Dispersion Measures of Softmax Probabilities.
CoRR abs/1811.0.

Shannon, C. E. (1948). A mathematical theory
of communication. Bell System Technical Jour-
nal 27(3), 379-423.

Yosinski, J. and J. Clune (2015). Deep Neural
Networks are Easily Fooled : High Confidence
Predictions for Unrecognizable Images.

3030




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (None)
  /CalCMYKProfile (None)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.7
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF0633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F006200650020005000440046002006450646062706330628062900200644063906310636002006480637062806270639062900200648062B06270626064200200627064406230639064506270644002E00200020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644062A064A0020062A0645002006250646063406270626064706270020062806270633062A062E062F062706450020004100630072006F00620061007400200648002000410064006F00620065002000520065006100640065007200200036002E00300020064806450627002006280639062F0647002E>
    /BGR <FEFF04180437043F043E043B043704320430043904420435002004420435043704380020043D0430044104420440043E0439043A0438002C00200437043000200434043000200441044A0437043404300432043004420435002000410064006F00620065002000500044004600200434043E043A0443043C0435043D04420438002C0020043F043E04340445043E0434044F044904380020043704300020043D04300434043504360434043D043E00200440043004370433043B0435043604340430043D0435002004380020043F04350447043004420430043D04350020043D04300020043104380437043D0435044100200434043E043A0443043C0435043D04420438002E00200421044A04370434043004340435043D043804420435002000500044004600200434043E043A0443043C0435043D044204380020043C043E0433043004420020043404300020044104350020043E0442043204300440044F0442002004410020004100630072006F00620061007400200438002000410064006F00620065002000520065006100640065007200200036002E0030002004380020043F043E002D043D043E043204380020043204350440044104380438002E>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200036002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200036002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF0054006f0074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002000760068006f0064006e00fd006300680020006b0065002000730070006f006c00650068006c0069007600e9006d0075002000700072006f0068006c00ed017e0065006e00ed002000610020007400690073006b00750020006f006200630068006f0064006e00ed0063006800200064006f006b0075006d0065006e0074016f002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e0074007900200050004400460020006c007a00650020006f007400650076015900ed007400200076002000610070006c0069006b0061006300ed006300680020004100630072006f006200610074002000610020004100630072006f006200610074002000520065006100640065007200200036002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200036002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200036002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200036002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e400740074006500690064002c0020006500740020006c0075007500610020005000440046002d0064006f006b0075006d0065006e00740065002c0020006d0069007300200073006f00620069007600610064002000e4007200690064006f006b0075006d0065006e00740069006400650020007500730061006c006400750073007600e400e4007200730065006b0073002000760061006100740061006d006900730065006b00730020006a00610020007000720069006e00740069006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e0074006500200073006100610062002000610076006100640061002000760061006900640020004100630072006f0062006100740020006a0061002000410064006f00620065002000520065006100640065007200200036002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200036002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03A703C103B703C303B903BC03BF03C003BF03B903AE03C303C403B5002003B103C503C403AD03C2002003C403B903C2002003C103C503B803BC03AF03C303B503B903C2002003B303B903B1002003BD03B1002003B403B703BC03B903BF03C503C103B303AE03C303B503C403B5002003AD03B303B303C103B103C603B1002000410064006F006200650020005000440046002003BA03B103C403AC03BB03BB03B703BB03B1002003B303B903B1002003B103BE03B903CC03C003B903C303C403B7002003C003C103BF03B203BF03BB03AE002003BA03B103B9002003B503BA03C403CD03C003C903C303B7002003B503C003B103B303B303B503BB03BC03B103C403B903BA03CE03BD002003B503B303B303C103AC03C603C903BD002E0020002003A403B1002003AD03B303B303C103B103C603B10020005000440046002003C003BF03C5002003B803B1002003B403B703BC03B903BF03C503C103B303B703B803BF03CD03BD002003B103BD03BF03AF03B303BF03C503BD002003BC03B50020004100630072006F006200610074002003BA03B103B9002000410064006F00620065002000520065006100640065007200200036002E0030002003BA03B103B9002003BD03B503CC03C403B503C103B503C2002003B503BA03B403CC03C303B503B903C2002E>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105E705D105D905E205D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05EA05D005D905DE05D905DD002005DC05EA05E605D505D205D4002005D505DC05D405D305E405E105D4002005D005DE05D905E005D505EA002005E905DC002005DE05E105DE05DB05D905DD002005E205E105E705D905D905DD002E0020002005E005D905EA05DF002005DC05E405EA05D505D7002005E705D505D105E605D90020005000440046002005D1002D0020004100630072006F006200610074002005D505D1002D002000410064006F006200650020005200650061006400650072002005DE05D205E805E105D400200036002E0030002005D505DE05E205DC05D4002E>
    /HRV <FEFF004F0076006500200070006F0073007400610076006B00650020006B006F00720069007300740069007400650020006B0061006B006F0020006200690073007400650020007300740076006F00720069006C0069002000410064006F00620065002000500044004600200064006F006B0075006D0065006E007400650020006B006F006A00690020007300750020007000720069006B006C00610064006E00690020007A006100200070006F0075007A00640061006E00200070007200650067006C006500640020006900200069007300700069007300200070006F0073006C006F0076006E0069006800200064006F006B0075006D0065006E006100740061002E0020005300740076006F00720065006E0069002000500044004600200064006F006B0075006D0065006E007400690020006D006F006700750020007300650020006F00740076006F007200690074006900200075002000700072006F006700720061006D0069006D00610020004100630072006F00620061007400200069002000410064006F00620065002000520065006100640065007200200036002E0030002000690020006E006F00760069006A0069006D0020007600650072007A0069006A0061006D0061002E>
    /HUN <FEFF0045007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c002000fc007a006c00650074006900200064006f006b0075006d0065006e00740075006d006f006b0020006d00650067006200ed007a00680061007400f30020006d00650067006a0065006c0065006e00ed007400e9007300e900720065002000e900730020006e0079006f006d00740061007400e1007300e10072006100200061006c006b0061006c006d00610073002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740075006d006f006b006100740020006b00e90073007a00ed0074006800650074002e002000200041007a002000ed006700790020006c00e90074007200650068006f007a006f007400740020005000440046002d0064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200036002c0030002d0073002000e900730020006b00e9007301510062006200690020007600650072007a006900f3006900760061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 6.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200036002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200036002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d0069002000730075006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c002000740069006e006b0061006d0075007300200076006500720073006c006f00200064006f006b0075006d0065006e00740061006d00730020006b006f006b0079006200690161006b006100690020007000650072017e0069016b007201170074006900200069007200200073007000610075007300640069006e00740069002e002000530075006b00750072007400750073002000500044004600200064006f006b0075006d0065006e007400750073002000670061006c0069006d006100200061007400690064006100720079007400690020007300750020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200036002e00300020006200650069002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF004c006900650074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200069007a0076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020007000690065006d01130072006f00740069002000640072006f01610061006900200075007a01460113006d0075006d006100200064006f006b0075006d0065006e0074007500200073006b00610074012b01610061006e0061006900200075006e0020006400720075006b010101610061006e00610069002e00200049007a0076006500690064006f0074006f0073002000500044004600200064006f006b0075006d0065006e00740075007300200076006100720020006100740076011300720074002c00200069007a006d0061006e0074006f006a006f0074002000700072006f006700720061006d006d00750020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200036002e003000200076006100690020006a00610075006e0101006b0075002000760065007200730069006a0075002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 6.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200036002e003000200065006c006c00650072002e>
    /POL <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>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200036002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006C0069007A00610163006900200061006300650073007400650020007300650074010300720069002000700065006E007400720075002000610020006300720065006100200064006F00630075006D0065006E00740065002000410064006F006200650020005000440046002000610064006500630076006100740065002000700065006E007400720075002000760069007A00750061006C0069007A006100720065002000640065002000EE006E00630072006500640065007200650020015F0069002000700065006E00740072007500200069006D007000720069006D006100720065006100200064006F00630075006D0065006E00740065006C006F007200200064006500200061006600610063006500720069002E00200044006F00630075006D0065006E00740065006C00650020005000440046002000630072006500610074006500200070006F00740020006600690020006400650073006300680069007300650020006300750020004100630072006F0062006100740020015F0069002000410064006F00620065002000520065006100640065007200200036002E003000200073006100750020007600650072007300690075006E006900200075006C0074006500720069006F006100720065002E>
    /RUS <FEFF04180441043F043E043B044C043704430439044204350020044D044204380020043F043004400430043C043504420440044B0020043F0440043800200441043E043704340430043D0438043800200434043E043A0443043C0435043D0442043E0432002000410064006F006200650020005000440046002C0020043F043E04340445043E0434044F04490438044500200434043B044F0020043D0430043404350436043D043E0433043E0020043F0440043E0441043C043E044204400430002004380020043F043504470430044204380020043104380437043D04350441002D0434043E043A0443043C0435043D0442043E0432002E00200421043E043704340430043D043D044B043500200434043E043A0443043C0435043D0442044B00200050004400460020043C043E0436043D043E0020043E0442043A0440044B0442044C002C002004380441043F043E043B044C04370443044F0020004100630072006F00620061007400200438002000410064006F00620065002000520065006100640065007200200036002E00300020043B04380431043E00200438044500200431043E043B043504350020043F043E04370434043D043804350020043204350440044104380438002E>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200073006c00fa017e006900610020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f007600200076006f00200066006f0072006d00e100740065002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300fa002000760068006f0064006e00e90020006e0061002000730070006f013e00610068006c0069007600e90020007a006f006200720061007a006f00760061006e006900650020006100200074006c0061010d0020006f006200630068006f0064006e00fd0063006800200064006f006b0075006d0065006e0074006f0076002e002000200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e0074007900200076006f00200066006f0072006d00e10074006500200050004400460020006a00650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d00650020004100630072006f0062006100740020006100200076002000700072006f006700720061006d0065002000410064006f006200650020005200650061006400650072002c0020007600650072007a0069006900200036002e003000200061006c00650062006f0020006e006f007601610065006a002e>
    /SLV <FEFF005400650020006E006100730074006100760069007400760065002000750070006F0072006100620069007400650020007A00610020007500730074007600610072006A0061006E006A006500200064006F006B0075006D0065006E0074006F0076002000410064006F006200650020005000440046002C0020007000720069006D00650072006E006900680020007A00610020007A0061006E00650073006C006A006900760020006F0067006C0065006400200069006E0020007400690073006B0061006E006A006500200070006F0073006C006F0076006E0069006800200064006F006B0075006D0065006E0074006F0076002E0020005500730074007600610072006A0065006E006500200064006F006B0075006D0065006E0074006500200050004400460020006A00650020006D006F0067006F010D00650020006F00640070007200650074006900200073002000700072006F006700720061006D006F006D00610020004100630072006F00620061007400200069006E002000410064006F00620065002000520065006100640065007200200036002E003000200074006500720020006E006F00760065006A01610069006D0069002E>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200036002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200036002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF0130015f006c006500200069006c00670069006c0069002000620065006c00670065006c006500720069006e0020006700fc00760065006e0069006c0069007200200062006900e70069006d006400650020006700f6007200fc006e007400fc006c0065006e006d006500730069006e0065002000760065002000790061007a0064013100720131006c006d006100730131006e006100200075007900670075006e002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e0020004f006c0075015f0074007500720075006c0061006e002000500044004600200064006f007300790061006c0061007201310020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200036002e003000200076006500200073006f006e00720061006b00690020007300fc007200fc006d006c0065007200690079006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043A043E0440043804410442043E043204430439044204350020044604560020043F043004400430043C043504420440043800200434043B044F0020044104420432043E04400435043D043D044F00200434043E043A0443043C0435043D044204560432002000410064006F006200650020005000440046002C0020043F044004380437043D043004470435043D0438044500200434043B044F0020043D0430043404560439043D043E0433043E0020043F0435044004350433043B044F04340443002004560020043404400443043A0443002004340456043B043E04320438044500200434043E043A0443043C0435043D044204560432002E0020042104420432043E04400435043D04560020005000440046002D0434043E043A0443043C0435043D044204380020043C043E0436043D04300020043204560434043A04400438043204300442043800200437043000200434043E043F043E043C043E0433043E044E0020043F0440043E043304400430043C04380020004100630072006F00620061007400200456002000410064006F00620065002000520065006100640065007200200036002E00300020044204300020043F04560437043D04560448043804450020043204350440044104560439002E>
    /ENU (Use these settings to create Adobe PDF documents suitable for reliable viewing and printing of business documents.  Created PDF documents can be opened with Acrobat and Adobe Reader 6.0 and later.)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


