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Mountain natural phenomena threaten people and infrastructures. Risk-informed decision making to select risk

reduction measures always starts with risk analysis. Natural risks are assessed through a combination of hazard,

exposure and vulnerability (equivalent to severity and probability in industrial technological contexts). In practice,

characterizing the exposure is indeed not that easy since for a given magnitude, a phenomenon can have several

possible trajectories, each of them corresponding to a sub-scenario with a given conditional probability. Seasonal

mountain phenomena occurrence and human touristic occupation are highly variable inducing peaks in occupancy

rates. This paper addresses the issue of operational assessment of assets exposure considering their seasonal

reach and presence probability for different phenomenon sub-scenarios. Simplified and practical methodologies are

proposed to first calculate risk based on seasonal phenomenon occurrence and exposure and secondly calculate the

reach probabilities of their spatial extent. Simple examples are given for a first single phenomenon (torrential flood)

and demonstrate the influence of seasonal occurrence and presence hypothesis on calculated risks. Methodologies

can be extended to deal with multi-risk contexts.
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1. Introduction

1.1. Risk components and required

probabilities

Mountain natural phenomena such as torrential

floods, snow avalanches, rockfalls threaten peo-

ple, buildings and all kinds of critical infrastruc-

tures. To reduce risk, local authorities and in-

frastructures managers are searching for the best

strategies and actions at local and also territorial

scales. Spatialized risk analysis remains the first

essential step for risk-informed decision making

aiming to determine risk level and then choose

the best risk reduction measures and strategies

which include non-structural measures such as

risk information, land use control, evacuation

and alert plans and also structural measures such

as protective structures (Tacnet et al., 2014). Nu-

merous risk equations and application cases of

quantitative risk analysis (QRA) exist. Descrip-

tion and quantitative assessment of risk compo-

nents are classical, well known processes includ-

ing quantifying hazard, exposure and vulnerability

(Kaplan et al., 2001; Farvacque et al., 2024; New,

2022). Combination of a danger’s probability and

related losses for a given type of asset are imple-

mented with varying levels of detail and complex-

ity. Operational, territorial risk assessment and

management (i.e decision-making) processes re-

quire simple approaches. To be used in practice,

we consider the following components used in a

simplified risk equation in view of above existing

QRA equations (Eq.( 1)): ⊗ an operator meaning
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combination, Scenario � set of considered event

scenarios S defined as triplets (p, o, ef), each rep-

resenting a phenomenon event p, its occurrence

o and the considered effect ef ; phenomenon �

set of considered phenomena p (torrential flood,

snow avalanche . . . ) ; Occur. proba. � considered

occurrence probability (or return period) O for

a given effect of a phenomenon (e.g. 10 , 100

years return period height of torrential floods; ef-

fect � considered physical effects ef of a given

phenomenon scenario (e.g. submersion, impact,

scouring for a torrential flooding phenomenon);

intensity � intensity of each effect associated to

a phenomenon scenario ; Elt � set of all elements

eltl (assets, people . . . ) at risk; expo � represent-

ing the exposure (i.e. elements impacted by the

phenomenon; eltTypeNb � number of elements at

risk of a considered given type (e.g. number of

a given type of building, infrastructures, number

of people . . . ); reach � element at risk location’s

spatial reach probability (e.g. reach probability of

a place where a building, a road, a powerplant

. . . is located, ; pres � element at risk presence

probability (e.g. probability for a person to be

inside a building reached by a phenomenon, for

a vehicle to be inside an area reached by a phe-

nomenon, note that presence probability can be

different from 1 only for mobile elements or assets

; capacity � capacity (maximum number of per-

sons inside an element at risk (e.g. max.number

of persons inside a building, a vehicle); occup.

� element at risk human occupancy probability

(or rate),e.g. building, vehicle human occupation

rate; vul � vulnerability (i.e. potential of damage

of a given element at risk exposed to the effect

of a phenomenon associated for a given intensity)

; value � value of the element at risk; LOSS �

valuated damage of a given element at risk, equal

to LOSS = damage ⊗ value with damage =

vul ⊗ intensity.

All the previous components are needed to cal-

culate risk whatever the semantics which is used.

Depending on contexts, this semantics may differ

and those components may be gathered in differ-

ent categories without any consequence on risk

results (e.g. hazard, exposure, vulnerability for

IPCC (New, 2022)). Note that we consider here

the description of assets as a part of exposure and

the vulnerability term as a potential of damage

for a given asset submitted to a given danger (see

calculation example in Figure 5).

Risk =
∑

Scenario

∑
Elt

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

hazard︸ ︷︷ ︸
phenom.
⊗effect
⊗occur.

proba.
⊗intensity

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⊗

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

LOSS︷ ︸︸ ︷
expo ⊗ vul︸ ︷︷ ︸

eltTypeNb
⊗reach

⊗capacity
⊗pres
⊗occup.
⊗value

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(1)

1.2. Seasonal features of risk

Seasonal monthly phenomenon occurrence and

material or human assets’ presence probabilities

and consequently the resulting risk value may be

very different from one month to another. Both

phenomena and exposure can be considered as

seasonal. Snow avalanches (e.g.) only occur dur-

ing in winter while others such as floods, land-

slides, rockfalls may occur all year round. A con-

stant mean annual event probability is generally

considered in risk calculation even if the occur-

rence of some phenomena at a given period is

known to be impossible. Risk value may there-

fore be correct from an annual point of view

but it may not be representative of some peak

risk period during the year. The same issue can

be identified when dealing with exposure corre-

sponding to exposed people and mobile assets (ve-

hicles, seasonal buildings). Mountain are gener-

ally highly touristic areas and exposure levels may

be increased for occupants of buildings or tem-

porary accommodation, vehicles, their loads and

passengers in areas affected by the phenomena.

Occupancy rate, the road traffic can increase a lot

during holidays periods. Road traffic to access the

sites is also characterized by periods of heavy use,

which can lead to congestion, potentially increas-

ing the level of risk. Mean traffic values therefore

do not capture peak exposure values. Presence

probability at a given point and occupancy rates

are therefore key risk components which should
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be assessed.

1.3. Spatial features of risk

A phenomenon event (torrential flood, rockfall,

snow avalanche) of a given magnitude and occur-

rence probability can propagate on a given area

with different trajectories or extensions. For in-

stance, a torrential debris-flows can overflow and

impact houses far from the usual torrent axis while

homes in the immediate vicinity of the torrent

bank will not be affected. Each occurrence of the

phenomenon is called an event scenario which can

include several sub-scenarios, each of them hav-

ing their own reaching spatial extension (Zj) and

a given intensity. For torrent flood sub-scenarios,

functional failures can correspond to overflow ex-

tensions Zj on the edge of main channel which

can be caused either by an obstruction at a sin-

gularity (e.g. a bridge) or an exceeding hydraulic

capacity on a channel section (Fig 2). Figure 1

shows two torrential flood overflow scenarios T1

and T2 with respective overlapping extensions Z1

and Z2.

Fig. 1. Overlapping of the extensions of two torrential

floods sub-scenarios T1 and T2.

To analyze risk in the affected area, assessment

of the reach probability at any point given the

conditional probability of each sub-scenario and

its spatial extension is needed.

1.4. Needs and objectives

This paper contributes to assess seasonal risk con-

sidering seasonal phenomenon occurrence, hu-

man and material assets’ presence and occupancy

and reach probabilities considering different phe-

nomenon trajectories sub-scenarios(see Figure 2).

Fig. 2. Several probabilities are needed to assess (nat-

ural) risks.

First section presents the context, the objec-

tives and recalls the main risk concepts. Section

2 recalls the underlying hypothesis assimilating

the phenomenon occurrence process to a Pois-

son process and then justifies and describes the

assessment of seasonal phenomenon occurrence,

exposure and risk. Section 3 deals with the assess-

ment of multi-scenarios spatial reach probability.

Section 4 concludes the paper and presents per-

spectives.

2. Seasonal phenomenon occurrence,

exposure and risk

Natural events’ average return interval (ARI) and

annual exceedance probability (for a given mag-

nitude) (AEP ) are classically determined using

event time series through (e.g.) hydrological stud-

ies when dealing with floods (Musy, 2005). Fre-

quency analysis of historical events aims fitting

measured values to a probability law, such as

Gumbel’s law for annual maximums. This allows

to determine, for rare events, the mean annual

exceedance probability (AEP ) linked to hazard

magnitude levels (e.g. P (Q ≤ Qref ) = 0.01).

In practice, once the reference average return in-

terval ARI (e.g. 100 years) has been chosen for

all the considered phenomena (e.g. floods, snow

avalanches . . . ), its inverse is directly considered

as AEP = 1
ARI

= 0.01. This classical oper-

ational practice is indeed based on an underly-

ing (often not explicit) assimilation of the phe-

nomenon occurrence process to a Poisson process.
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In this section, we recall the theoretical founda-

tions of calculations and transformation of ARI

into AEP and the way, the Poisson process as-

sumption also allows to calculate a seasonal phe-

nomenon occurrence probability on a sub-period

of a year knowing the mean annual value.

2.1. Considering phenomenon

occurrence as a Poisson process

A Poisson process of intensity λ (strictly positive

real, corresponding to a temporal occurrence) is an

event occurrence counting process that verifies the

three following conditions: 1) Numbers of occur-

rences in disjoint time intervals are independent;

2) The probability of an occurrence in a small

time interval is proportional to the length of that

interval, the proportionality coefficient being λ; 3)

The probability of more than one occurrence in

a small time interval is negligible. The two last

conditions 2 and 3 correspond to the so-called

“rare events” property. If we note Nt the consid-

ered Poisson process with t ∈ R
+ and P the

probability, those properties can be formulated as:

1)∀t0 = 0 ≤ t1 < . . . < tk, the random variables

(Ntk −Ntk−1
), . . . , (Nt1 −Nt0) are independent

; 2)P (Nt+h − Nt = 1) = λ.h + o(h) when

h → 0+, t being fixed ; 3)P (Nt+h −Nt > 1) =

o(h) when h → 0+, t being fixed. On these basis,

we get P (Nt+h − Nt = 0) = 1 − λ.h + o(h).

Property 2 means that, under the assumption of

a constant annual event occurrence rate λ, small

wrt. 1, the conditional probability of an event

occurrence between t and t + h knowing that it

has not been observed at time t can be approx-

imated by λh, whatever t. Nt, the number of

event occurrences on a time interval t, follows

a Poisson law with an intensity λ which gives :

P (Nt = k) = e−λt. (−λt)k

k! with k in N. the

random variables Sk = Tk − Tk−1 (time between

two occurences with k in N
∗ are independent and

P (Sk ≤ t) = 1− e−λt.

2.2. Average recurrence interval (ARI)

and Annual Exceedance Probability

(AEP)

System failures and phenomenon occurrences

may both be modeled as Poisson processes, fea-

turing the similarity between natural risks and

RAMS (Reliability, Availability, Maintainability

and Security) contexts. Under this assumption,

natural events’ and system failures’ occurrences

are described using a constant annual rate denoted

respectively by 1
ARI

or λ but corresponding to the

same concept.

Fig. 3. Comparison of approximate and rigorous cal-

culation of AEP for different values of ARI .

Schmidt et al. (2011) (e.g.) applies the Poisson

process assumption to natural hazard risk con-

text without clearly recalling theoretical back-

grounds. The average recurrence interval (ARI) is

assimilated to the average, or expected, length of

the time periods in years between hazard events

whose magnitude exceeds a given threshold. A

10-years ARI implies that, on average, an event

of the given size or larger will occur every ten

years. The annual exceedance probability (AEP )

is defined as the probability that a hazard event of

a given magnitude or larger will occur in any one

year. The relationship between ARI (year−1) and

AEP (in year) is

AEP = 1− e−(
1

ARI )t1 (2)

with t1 = 1 year, which can be approximated by

AEP �
(

1
ARI

)
t1 for ARI > 10 years. AEP

is therefore linked to the process intensity λ with

AEP �
(

1
ARI

)
t1 = λt1 and ARI is equivalent

to a mean time between failure (MTBF ) with

ARI = MTBF . Underlying approximations are

as follows: we have ex � 1 + x+ x2

2 for x << 1

and therefore 1 − e−λt = λt + (λt)2

2 . The error

done when approximating AEP by
(

1
ARI

)
t1 can

then be estimated as
(( 1

ARI )t1)
2

2 . Figure 3 calcu-

lates this error for different values of ARI .

We recall here a well known result. Non spe-

cialists may often consider that the probability

PARI that a 100 years return period phenomenon
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(ARI = 100 years) occurs during 100 years

equals to 1 while the correct value is approx. 0.63.

Demonstration calculation of PARI is done as

follows. Knowing ARI , we get AEP = 1
ARI

.t1
with t1 = 1 year. The annual probability of non-

exceedance equals 1 − AEP . The probability of

non-exceedance during n years is (1 − AEP )n.

Therefore PARI = 1−(1−AEP )ARI . This value,

calculated with approximation (PARI1) or exact

value (PARI2) of AEP is compared with Eq.( 2))

corresponding to the Poisson process definition

(PARI3) (see Figure 4).

2.3. From mean annual to sub-periods

failure probabilities

Knowing ARI and AEP on a year, our objec-

tive is to calculate SPEP corresponding to the

exceedance probability for the considered sub-

period. Let us consider n sub-periods of a unit

time whose duration equals to 1/n year. If the

unit time is a year, n = 12 if the sub-period is

a month (n = 365 if sub-period is a day). Sub-

periods can correspond to real existing calendar

sub-periods or to any part of a year. In Figure 6

(e.g.), we will consider only the 5 winter months.

With the assumption of an underlying Poisson

process, Property 2 described in Section 2.1 can

been used to state directly that the occurrence

probability on any sub-period h = 1
n

year is equal

to λn = λ
n

. We consider a system where a natural

phenomenon occurs (considered as a failure) ev-

ery ARI years in average, the year being divided

in n sub-periods. We search both AEP and the

exceedence probability for each sub-period of the

year (SPEP ). Considering different approxima-

tions to calculate AEP , we determine the errors

which are therefore done on AEP and SPEP

depending both on used method and value of ARI

(see Figure 4). The annual exceedance probability

(of failure) per year which equals to AEP =

λ.t1 = 1 − e−(
1

ARI )t1 is possibly approximated

by
(

1
ARI

)
.t1 with t1 = 1 year. The annual non-

exceedance probability (no failure) is equal to

q = 1 − AEP . With sub-periods, P (X ≤ 1) =

1 − (1 − P (X ≤ subperiod))n with X the date

of occurrence. We have P (X ≤ year) = λ.t

and P (X ≤ subperiod) = λn.t . We have

therefore λ = 1 − (1 − λn)
n which gives λn =

1 − (1 − λ)
1

n . Having justified the calculation

process of SPEP , we analyze the effect of dif-

ferent approximation on SPEP (and therefore on

seasonal risk) depending on ARI values (Figure

4). Previous λn calculation is compared with a

direct result considering that λn = λ
n

. The approx-

imation AEP = 1
ARI

.t1 induces less than 1% for

ARI ≥ 30 years (this suggests to be cautious for

small ARI values (≤ 10 years). The calculation

consisting in considering SPEP = 1
(ARI.n) .t1

with t1 = 1 year is also valid and can be used in

seasonal risk assessment approaches. Approxima-

tions validity increases with ARI values and num-

ber of sub-periods. This is the direct consequence

of the error made when approximating 1 − e−x

by x when x is too big wrt. 1. The greater the

number of sub-periods, the better the result of

AEP simply because λn.t1 becomes small wrt

1 (in sub-period unit) when the number of sub-

periods increases.

Fig. 4. Comparison of approximate and rigorous cal-

culation of event sub-period (seasonal) probabilities.

2.4. Example of calculation of seasonal

risk

We consider a medium intensity snow avalanche

whose average return interval (ARI) is 10 years.
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The approximate probability of failure per year is

equal to p = λ.1 = ( 1
ARI

).1 = ( 1
10 ).1 (approxi-

mate calculation). We consider that 100 buildings

are exposed. Avalanche occurrence probability is

considered as constant not during all over the year

but only during a part of the year, corresponding

to n = 5 months of winter season. The probability

equals to 0 for the remaining 7 months. (n is not

always a strict real existing time division of a

year).

Fig. 5. Risk calculation with different seasonal phe-

nomenon occurrence and exposure scenarios

Occupancy and presence rate of inhabitants are

either constant all over the year or different be-

tween low and high season (Figure 6). Annual and

sub-period occurrence probabilities are calculated

Fig. 6. Values of monthly mean annual and seasonal

human presence and occupancy

as presented above and used to compare material

and human risk values. Figure 5 shows the dif-

ference in calculated risk when considering only

mean annual or seasonal occurrence and presence

values.

3. Phenomenon scenarios, sub-scenarios

and reach probabilities

3.1. Generic methodology for

multi-scenarios spatial reach

probability

We assume that the probability P (L) of triggering

and propagating the phenomena event L is known.

We then consider N scenarios (i.e. possible exten-

sions of torrential floods in the following exam-

ple), denoted T1, T2, ... , TN . The trajectories are

supposed to correspond to disjoint (i.e. exclusive)

events which cannot occur simultaneously, i.e.

their coexistence is impossible. We therefore have

0 ≤ P (Ti|L) ≤ 1 and
∑N

i=1 P (Ti|L) = 1. We

calculate the probability of being impacted by a

natural phenomenon (say flood) called hit or reach

probability, at a given point of a sub-area Z. The

denomination of the reached zones A to G (Figure

8) were chosen has been chosen arbitrarily. It is

more powerful to use a simpler automatic denom-

ination (i.e. numbering) for a general implemen-

tation of probability calculation by the counting-

method on a computer. For this automatic enumer-

ation, we propose using the classic binary repre-
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sentation on N bitsa with, by convention, the least

significant bit on the right (LSBR). The position

of the bit (from right to left) indicates the area

entirely affected by the disaster trajectory. Bit no.

1 is the one furthest to the right of the binary code,

since by convention the least significant bit is on

the right. The second bit is the one to the left of the

1st bit, the 3rd bit is the one to the left of the 2nd

bit, and so on. The first bit corresponds to the zone

Z1, the 2nd bit to the zone Z2, and the 3rd bit to

the zone Z3, and so on. Then we list the numbers

from 1 to 2N − 1 with their associated binary rep-

resentation. For example, if N = 3 (three affected

areas as in figure 5), we will use the binary coding

given in table shown on Figure 7 . The last line

of this table shows the fields corresponding to

each column of the 3-bit binary code (or binary

word). For any part numbered by the decimal

value n = 1, . . . , 2N − 1 (left-hand column of ta-

ble shown on Figure 7), there is a unique N -bit

binary code noted (bN (n), . . . , b2(n), b1(n)) with

bi(n) ∈ {0, 1}. The value of the ith bit bi(n) of

the binary code of part no n indicates whether this

part n belongs to the Zi zone when bi(n) = 1, or

not when bi(n) = 0. According to this automatic

numbering based on LSBR binary coding, part

no. 1 belongs only to Z1, part no. 2 belongs only

to Z2, part no. 3 belongs only to Z1 and Z2

but not to Z3, part no. 4 which belongs only to

Z3, part no. 5 which belongs only to Z1 and Z3

but not to Z2, part no. 6 which belongs only to

Z2 and Z3 but not to Z1, and part no. 7 which

belongs to Z1, Z2 and Z3. This corresponds to

the numbering shown on the left side of Figure

7. This principle of automatically numbering the

parts of affected sets/zones applies to any con-

ceivable number N > 3 of impacted zones, and

the counting-method can be applied to calculate

automatically the probability to be impacted at a

location z of any zone of surveillance, including

multi-risk contexts. The reach probability can be

used for risk calculation if the considered zones

correspond to the same phenomenon intensity: the

analysis must be done for each intensity level.

a
N is the number of impacted zones by each possible trajec-

tory of the disaster.

Fig. 7. Zones Z1, Z2 and Z3 with automatic part

numbering.

3.2. Application to three torrential floods

sub-scenarios

The methodology is applied to a torrential

flood scenario composed of three trajecto-

ries sub-scenarios. We consider three overlap-

ping trajectories T1, T2 and T3 for the tor-

rential flood L (Figure 8) and the probabil-

ities are given (by statistical analysis or ex-

perts assessments) : (e.g.) P (T1|L) = 0.50,

P (T2|L) = 0.30 and P (T3|L) = 0.20 checking

that P (T1|L) + P (T2|L) + P (T3|L) = 1. Seven

zones named 1 to 7 can be identified (Figure 9).

We are searching the reach probability of each

of them. This means (if we simulate the phe-

nomenon) that in 50% of cases we will get the

impact in zone Z1, in 30% of cases we will get

the impact in zone Z2 and in 20% of cases we will

get the impact in zone Z3. Over 10 draws, we will

therefore have the following results b:

Fig. 8. Overlapping of three torrential floods extents.

For applying the counting-method we use the

following 7-uples binary coding of the zones:

bThe order of the lines in Figure 9 is of no importance; we

have indicated them in this way for the sake of presentation.
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Z1 = (1, 0, 1, 0, 1, 0, 1) (Z1 is composed of zones

1,3,5,7), Z2 = (1, 1, 0, 0, 1, 1, 0) (Z2 is composed

of zones 2,3,6,7) and Z3 = (1, 1, 1, 1, 0, 0, 0) (Z3

is composed of zones 4,5,6,7) and we generate

the counting-table given in Figure 9. By count-

ing the occurrences of events (value 1) listed in

Figure 9) for each zone from 1 to 7, we directly

obtain the probabilities we want. We therefore

get: P (z ∈ 1|L) = 5/10 = 0.5, P (z ∈ 2|L) =

3/10 = 0.3, P (z ∈ 3|L) = 8/10 = 0.8,

P (z ∈ 4|L) = 2/10 = 0.2, P (z ∈ 5|L) =

7/10 = 0.7, P (z ∈ 6|L) = 5/10 = 0.5,

P (z ∈ 7|L) = 10/10 = 1.

Fig. 9. Simulation of the trajectories of disaster by

random draws for 3 floods.

4. Discussion - Conclusion

Calculation of exceedance probability of year sub-

periods is demonstrated and justified, which al-

lows to use results to assess seasonal phenomenon

occurrence and risk considering also seasonal ex-

posure. The influence of seasonal features of oc-

currence and exposure is shown on a simple risk

calculation example. An easy-to-use methodology

is proposed to assess spatial reach probability

on any point touched by different sub-scenarios

trajectories corresponding to the same intensity

of a given phenomenon event scenario. Available

full theoretical probabilistic justifications of reach

probability calculations were not provided. Oth-

ers developments estimate sub-scenarios condi-

tional probabilities and extend the approach to

a multi-risk context. The reach probability de-

pends on protection works’ state and will evolve

over time (Figure 2). Characterizing protection

works’ efficacy and the effect of their degradation

on downstream risk level are therefore additional

key research topics for territorial risk management

Carladous et al. (2019) and maintenance decision-

making Chahrour et al. (2021) related to critical

infrastructures.
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