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While artificial intelligence (AI) has the potential to significantly enhance performance of railway transportation
and mobility, ensuring its trustworthiness and safety remains a serious challenge. Indeed, the deployment of AI
systems in general, and particularly in railway applications, gives rise to multidisciplinary concerns spanning ethical,
social, economic, and technical dimensions. This paper first presents an overview of the key concepts related to
AI trustworthiness assessment and then outlines the foundational steps for establishing a framework to assess AI
trustworthiness in the railway sector, in light of the EU AI Act. Specifically, it explores the parallels between railway
risk assessment and AI trustworthiness assessment, while adapting the definition of risk to encompass the AI-related
risks, and extending the analysis activities to consider additional trustworthiness attributes.
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1. Introduction

The railway sector has witnessed a growing inter-
est in integrating artificial intelligence (AI) tech-
nologies across various domain applications, in-
cluding predictive maintenance and inspection,
automated driving, traffic management, and plan-
ning (Tang et al., 2022). The adoption of AI-
driven solutions aims to significantly improve op-
erational efficiency, safety, and reliability, while
simultaneously reducing downtime and opera-
tional costs.

The railway industry is conventionally focusing
on developing and integrating dependable soft-
ware and systems with predictable, tractable and
verifiable behavior. Indeed, the railway sector is
recognized as safe and a highly regulated domain.
To maintain this high level of safety, a safety man-
agement system, along with established standards
and guidelines for specification and demonstration
of safety and dependability, is in place to eval-
uate the impact of any new application or tech-
nology introduced into the system. Consequently,
AI-driven technologies and applications are no
exception to the rule (Donato et al., 2022).

While in traditional (non-AI) systems, the pri-

mary focus is on safety, dependability, and se-
curity, AI systems introduce additional technical,
societal, and ethical dimensions that must be rig-
orously evaluated (Wing, 2021). Indeed, due to
their black-box nature, complexity and autonomy,
AI systems often exhibit unpredictable behav-
ior, leading to critical safety concerns related to
uncontrollability, ethical conflicts, and long-term
socioeconomic impacts. These challenges under-
score the need to consider additional system prop-
erties and factors such as transparency, explain-
ability, accountability, and the ethical implications
of decision-making, particularly when deployed
in safety-critical applications (Macrae, 2024). All
these factors and attributes form the foundation of
what is known as trustworthiness of AI (Awadid
et al., 2024; Mattioli et al., 2024).

In this context, global and European efforts are
playing a key role in providing technical standards
and regulatory frameworks for the development
and use of advanced AI systems (Jeon, 2024).
The overall objective is to mitigate both material
(e.g., safety and health of individuals, damage to
property) and immaterial (e.g., loss of privacy,
limitations to human rights, human dignity, dis-
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crimination) harms associated with AI systems.
The European Commission aims to a harmonized
regulatory framework for AI development and de-
ployment, through the so-called European Union
Artificial Intelligence Act (EU AI Act) (European
Commission, 2024).

Aiming to establish a framework for assessing
AI trustworthiness in the railway sector, this paper
presents an overview of the key concepts related
to AI trustworthiness assessment, as well as the
foundational steps, structured in terms of hierar-
chical processes and activities, toward its estab-
lishment. Specifically, we investigate the parallels
between railway risk assessment and AI trustwor-
thiness assessment, while adapting the definition
of risk to encompass the AI-related risks, and
extending the analysis activities to consider addi-
tional trustworthiness attributes.

The remainder of the paper is organized as fol-
lows. Section 2 discusses definitions of AI, AI sys-
tems and enumerates AI applications in the rail-
way sector. Section 3 focuses on AI trustworthi-
ness concept and reports relevant EU guidelines,
regulations, and standards for AI. In section 4, the
safety assessment process is recalled and then, its
extension to AI trustworthiness is discussed. Fi-
nally, Section 5 brings some concluding remarks.

2. AI systems and railway applications

We firstly present the concept of AI systems and
then discuss how AI technologies are applied and
deployed within the railway industry.

2.1. AI systems

There is no universally accepted definition of
artificial intelligence (AI). As a scientific disci-
pline, the ISO/IEC 2382:2015 standarda defines
AI as “a branch of computer science devoted to
developing data processing systems that perform
functions normally associated with human intel-
ligence, such as reasoning, learning, and self-
improvement”. ISO/IEC TR 24028:2020b pro-
vides a more technical definition, as the “capabil-

aISO/IEC 2382:2015 Information technology - Vocabulary.
bISO/IEC TR 24028:2020 Information technology - Artificial
intelligence - Overview of trustworthiness in artificial intelli-
gence.

ity of an engineered system to acquire, process,
and apply knowledge and skills”. Regarding AI
systems, the High-Level Expert Group On Arti-
ficial Intelligence (AI HLEG)c defines them as
“software (and possibly also hardware) systems
designed by humans that, given a complex goal,
act in the physical or digital dimension by per-
ceiving their environment through data acquisi-
tion, interpreting the collected structured or un-
structured data, reasoning on the knowledge, or
processing the information, derived from this data
and deciding the best action(s) to take to achieve
the given goal”.

For the purpose of AI Act Regulation, a legal
definition of AI system is “ machine-based system
that is designed to operate with varying levels
of autonomy and that may exhibit adaptiveness
after deployment, and that, for explicit or implicit
objectives, infers, from the input it receives, how
to generate outputs such as predictions, content,
recommendations, or decisions that can influ-
ence physical or virtual environments” (European
Commission, 2024).

All definitions technically agree that AI systems
can be integrated either entirely in software (e.g.,
image analysis tools), or embedded in hardware
devices (e.g., self-driving cars). They also con-
verge on the main capabilities of AI systems:
environment perception, information processing,
decision-making, and actuation (Stettinger et al.,
2024).

Generally, three classes of AI approaches can
be distinguished, (1) machine learning approaches
(also known as data-driven AI, including su-
pervised, unsupervised and reinforcement learn-
ing), (2) logic- and knowledge-based approaches
(also known as symbolic AI, including knowl-
edge representation, inductive (logic) program-
ming, knowledge bases, inference and deduc-
tive engines, (symbolic) reasoning and expert
systems), and (3) statistical approaches (includ-
ing Bayesian estimation, search and optimization
methods).

chttps://ec.europa.eu/newsroom/dae/
document.cfm?doc_id=56341
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2.2. AI Applications in Railway

While AI integration is still emerging within the
railway sector, it demonstrates significant poten-
tial to overcome key challenges. Structural rail-
way subsystems, including rolling stock, infras-
tructure, energy, and trackside/on-board control-
command and signaling, can benefit from AI-
driven solutions to enhance their efficiency, reli-
ability, and safety. Similarly, functional subsys-
tems, such as operation and traffic management,
maintenance, and telematics services applications,
present opportunities for AI to reduce costs and
improve service quality.

A wide spectrum of railway applications is be-
ing covered by AI, including Maintenance and
Inspection, Traffic Planning and Management,
Safety and Security, Autonomous Driving and
Control, Transport Policy, Passenger Mobility,
and Business & Finance. The great majority of
research has focused on Maintenance and Inspec-
tion tasks, followed by Traffic Planning and Man-
agement, while sub-fields of Safety and Security,
Autonomous Driving and Control, and Passenger
Mobility received only limited attention (Tang
et al., 2022).

This imbalanced focus can be attributed to the
current shift toward predictive maintenance, char-
acterized by a demonstrable reduction in opera-
tional costs, fostering increased industry adoption
and stimulating further research endeavors. More-
over, the widespread use of sensors has led to an
abundance of data, enabling the development of
advanced faults/defects diagnosis and prediction
methods. On the other hand, the other subdomains
face greater technical, regulatory, and societal
challenges. Safety and Security related applica-
tions require rigorous testing, validation, and reg-
ulatory approval before deploying AI solutions.
Autonomous driving and control require complex
decision-making algorithms, efficient integration
with existing systems, and compliance with strict
safety standards. Passenger mobility applications
are highly dependent on human behavior, pref-
erences, and dynamic urban contexts, which are
more difficult to model and optimize with AI.

3. AI trustworthiness

This section focuses on AI trustworthiness. First,
we discuss the definitions and key characteristics
of trustworthiness. Next, we succinctly present the
regulatory and normative frameworks governing
AI trustworthiness. Finally, we examine the main
efforts and directions for managing and assessing
AI systems’ trustworthiness.

3.1. Trustworthiness concept

Driven by the impressive performance of AI sys-
tems, AI technologies continue to transform var-
ious domains. However, as AI advances, stake-
holders have increasingly recognized the need
to address its inherent risks. For instance, AI-
based image analysis tools (for medical diagnos-
tics, self-driving car perception, etc.) may mis-
classify images when noise is added. Bias in AI-
driven decision-making has also been extensively
observed, such as with corporate recruiting al-
gorithms exhibiting bias against women. These
challenges highlight that AI-related risks are not
merely technical concerns but fundamental soci-
etal issues.

According to ISO/IEC TR 24028:2020, trust-
worthiness is ”ability to meet stakeholders’ ex-
pectations in a verifiable way”. It was noted that
trustworthiness depends on the context, sector,
product/service, data, and technology. Similarly
to dependability, trustworthiness is a meta-term
which combines several aspects in a quite generic
way. The set of trustworthiness properties for AI
systems, in contrast to traditional computing sys-
tems, needs to be extended beyond reliability, se-
curity, privacy, and usability to include properties
such as fairness, robustness, accountability, and
explainability (Wing, 2021).

The Ethics Guidelines for Trustworthy Artifi-
cial Intelligence published by the AI HLEGd ,
states that trustworthy AI should be (1) lawful
(complying with all applicable laws and regula-
tions), (2) ethical (adherence with ethical princi-
ples and values), and (3) robust (both from a tech-
nical perspective while taking into account its so-

dhttps://ec.europa.eu/newsroom/dae/
document.cfm?doc_id=60419
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cial environment). The AI HLEG also defined four
ethical principles: respect for human autonomy,
prevention of harm, fairness, and explainability.
Based on that, seven key requirements, applying
to all stakeholders (developers, deployers, end-
users, and society at large), should be satisfied
throughout the entire life cycle of AI systems:
Human Agency and Oversight, Technical Robust-
ness and Safety, Privacy and Data Governance,
Transparency, Diversity, Non-discrimination and
Fairness, Societal and Environmental Well-being,
Accountability. Each requirement is crucial, yet
none alone is sufficient to achieve trustworthy
AI (Stettinger et al., 2024). An Assessment List
for Trustworthy Artificial Intelligence (ALTAI) is
defined by the AI HLEGe, to provide a structured
framework for organizations to self-assess their
AI systems during development, deployment, pro-
curement, or use. Its adaptable design allows or-
ganizations to tailor ALTAI to their specific sector
and needs.

3.2. AI regulation framework

As the existing legislation proves insufficient to
address the risks posed by AI technologies, AI
regulation has emerged as a crucial policy issue
worldwide. The European Union (EU) plays an
important role in shaping the future of AI reg-
ulation. Indeed, the European Commission’s ap-
proach to AI regulation has undergone substan-
tial development, from the foundational blueprint
set out in the White Paper on Artificial Intelli-
gence (European Commission, 2020) to the more
refined and structured regulatory framework, the
so-called Artificial Intelligence Act (AI Act) (Eu-
ropean Commission, 2024). The proposed EU AI
Act aims to create a unified internal market for
trustworthy AI by establishing a harmonized le-
gal framework. The key objectives are ensuring
AI safety and EU law compliance, fostering in-
vestment and innovation through legal certainty,
and strengthening governance and enforcement of
fundamental rights and safety.

eThe Assessment List for Trustworthy Artificial Intelligence
(ALTAI) for Self Assessment, https://ec.europa.eu/
newsroom/dae/document.cfm?doc_id=68342

The main characteristic of the AI Act is its
risk-based approach, focusing on the potential
harm to health, safety, and fundamental human
rights. In the AI Act regulatory framework, re-
quirements and obligations for the development,
market placement, and use of AI systems, are
tailored to the level and scope of potential risks.
Four levels are identified: (i) low or minimal risk
(no regulatory restrictions), (ii) limited risk (trans-
parency obligations), (iii) high risk (stringent reg-
ulatory requirements), and (iv) unacceptable risk
(prohibited AI practices).

3.3. AI trustworthiness standardization

In recent years, several expert working groups and
standardization committees have been actively
developing concepts, guidelines, best practices,
methods, and tools for managing and assessing
the trustworthiness of AI systems, particularly in
safety-critical domains.

In addition to terminology and concepts intro-
duced in (ISO/IEC 22989:2022) and (ISO/IEC
23053:2022), an overview of trustworthiness in
AI is proposed in (ISO/IEC TR 24028:2020), and
a framework for the development and trustwor-
thiness of autonomous/cognitive systems is estab-
lished in (VDE-AR-E 2842-61: 2021) Addition-
ally, standards such as (ISO/IEC 42001:2024) for
AI management systems, (ISO/IEC 23894:2023)
for risk management, and (ISO/IEC 25059:2023)
for AI system quality models offer frameworks for
organizations to ensure reliable and responsible
AI deployment.

To efficiently develop AI systems and data
models, several standards have been established,
including (DIN SPEC 92001:2019), (ISO/IEC
5338:2023), (ISO/IEC 5339:2024), and (ISO/IEC
8183:2023). These standards provide comprehen-
sive guidelines for AI development, deployment,
and data governance. Notice that most AI-related
standards have focused on key attributes and qual-
ity characteristics of trustworthiness, including
safety (ISO/IEC TR 5469:2024), bias (ISO/IEC
TR 24027:2021), robustness (ISO/IEC 24029 se-
ries), transparency (ISO/IEC DIS 12792), and ex-
plainability (ISO/IEC CD TS 6254).

For a comprehensive review of standardization
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efforts related to AI trustworthiness, readers can
refer to (Jeon, 2024).

3.4. AI trustworthiness management

Aware of the sociotechnical hazards and risks
arising from the deployment of AI and learning-
based systems, considerable effort has been de-
voted to ensuring the safety and trustworthiness of
AI systems (NIST, 2023). Globally, three primary
questions are considered: (i) the development
of organizational-level trustworthy management
frameworks, (ii) the establishment of trustworthy
assessment processes, and (iii) the identification
and categorization of AI-related hazards and risks.

The standard (ISO/IEC 42001:2024) is con-
sidered as a main pillar for AI management
in organizations. It specifies the requirements
and provides guidance for establishing, imple-
menting, maintaining and continually improving
AI management systems within the context of
the organization. By understanding trustworthi-
ness as an emergent property of the system,
similarly to safety and security, trustworthiness
can be improved through an organizational pro-
cess with specific measurable outcomes and key
performance indicators (KPIs); hence, AI trust-
worthiness can be suitably addressed within the
scope of (ISO/IEC 42001:2024). Several initia-
tives have aimed to propose AI trustworthiness
assessment processes, either as an integral part of
the safety risk assessment, quality assessment, or
data governance processes, or even as a standalone
framework of activities. When integrated into a
safety assessment process, a risk-based approach
is generally adopted to identify, evaluate, and ei-
ther eliminate or mitigate AI-related hazards and
risks. In this context, several studies have focused
on identifying and categorizing AI hazards and
risks (Sharma, 2024; Zeng et al., 2024), e.g., Zeng
et al. (2024) identified 341 AI risks, structured
into four categories: System & Operational Risks,
Content Safety Risks, Societal Risks, and Legal &
Rights Risks.
4. Foundations for AI trustworthy

assessment in railway

In this section, we discuss how AI system trust-
worthiness can be assessed for safe and efficient

deployment in railway. Concretely, we aim to
adapt and extend the existing railway (safety) risk
assessment process in order to take into account
the AI trustworthiness (and its attributes). We first
recall the safety assessment process and then, we
discuss its extension to AI trustworthiness.

4.1. Railway safety assessment

Railway systems are sociotechnical systems
whose main property is safety. To guarantee and
maintain a high level of safety, railway companies
(infrastructure managers, railway undertakings,
etc.) establish and implement a safety manage-
ment system. According to the European Union
Agency for Railways (ERA), a Safety Manage-
ment System (SMS) is the organization, arrange-
ments, and procedures established by a railway
company to ensure the safe management of its
operations. The main activities on railway safety
management system encompass safety monitor-
ing, investigation, analysis, and reporting of safety
occurrences (accidents and incidents), as well as
assessing and controlling the associated risks. The
ultimate objective of railway risk management is
to demonstrate that all identified hazards and risks
associated with a proposed change in the railway
system are suitably analyzed, evaluated, and rea-
sonably controlled.

Both the European regulation on Common
Safety Method for risk assessmentf (referred to as
CSM-RA) and standard (EN 50126:2017)g pro-
vide a risk management process to be applied to
any significant change (impacting safety) on the
railway system. Those changes may be technical,
operational, and/or organizational, which could
impact the operating conditions of the railway
system.

The railway risk management process includes
(i) the risk assessment process, which aims to
identify hazards, risks, and associated safety mea-
sures and requirements, (ii) the demonstration
of compliance of the system with the identified

fRegulation (EU) No 402/2013 of 30 April 2013 on the com-
mon safety method for risk evaluation and assessment.
gEN 50126-1 Railway Applications - The Specification and
demonstration of reliability, availability, maintainability and
safety (RAMS) - Part 1 : generic RAMS process.
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safety requirements, and finally, (iii) the man-
agement of all identified hazards and associated
safety measures. The risk assessment process it-
self includes system definition, risk analysis, and
risk evaluation. Risk analysis is derived from the
system definition and includes hazard identifica-
tion, consequence analysis, and selection of the
risk acceptance principles. The outcome of such
a risk assessment is a set of safety measures and
requirements allocated to identified safety func-
tions, systems, or operating rules, aiming to elim-
inate, mitigate, and control well-defined hazards.

Although initially developed with a primary fo-
cus on safety, the railway risk assessment process
outlined in standard EN 50126 extends its appli-
cability to other key dependability attributes, in-
cluding reliability, availability, and maintainabil-
ity. This is achieved by adapting the definition
of risk to encompass concerns related to these
properties, thereby enabling a unified approach to
assessing and managing risks across all aspects of
system dependability. Additionally, the activities
related to the dependability management are in-
tegrated within the life cycle for the system under
consideration, which provides a structure for plan-
ning, managing, controlling, and monitoring all
the aspects of the system, including dependability.

Similarly, the railway (safety) risk assessment
process can be extended to handle AI trustwor-
thiness, by firstly adapting the definitions of haz-
ard/risk to explicitly encompass the various AI-
related hazards/risks, integrating trustworthiness
within the safety management system, and within
the whole life cycle of railway systems.

4.2. AI trustworthiness assessment
framework

The trustworthiness assessment activities shall be
applied for AI railway applications as part of the
overall railway system, covering both the develop-
ment and operational phases. Furthermore, some
trustworthiness assessment activities are more re-
lated to organizational-level processes, as will be
discussed in the sequel. Hence, these activities
have to be conducted at different system hierar-
chical levels (Tonk et al., 2023), namely, (i) or-
ganization level, (ii) AI railway application level,

(iii) AI component level, and (iv) AI model level
(see Figure 1).

Fig. 1. AI trustworthiness assessment w.r.t. system
hierarchical levels.

The AI railway application level refers to the
AI system deployed in the railway operation en-
vironment, e.g., obstacle detection system for au-
tonomous trains, track inspection system, etc. The
AI component level encompasses a generic AI
system, including both its software and hardware
components (computation and sensing), e.g., ob-
ject recognition system, energy optimization sys-
tem, etc. Finally, the AI model level pertains to
the AI software algorithm embedded within the
AI system, such as a neural network algorithm for
object detection. It is essential to consider the AI
software within its entire development lifecycle,
including data management, training and learning,
and validation stages.

As highlighted by Mattioli et al. (2023), trust-
worthiness extends beyond the intrinsic attributes
of the AI product or application; it is in fact
deeply associated with the practices, governance,
and organizational culture of the entity develop-
ing or deploying the system. Therefore, organiza-
tions involved in AI development or deployment
shall establish an AI system management frame-
work, with trustworthiness and data governance
as its core pillars. One of the key activities of
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trustworthiness management at the organizational
level is the continuous evaluation, monitoring,
and, when possible, enhancement of the trustwor-
thiness level. This can be achieved by utilizing
KPIs to track the levels of high-level attributes of
AI trustworthiness.

At the AI railway application level, AI trust-
worthiness analysis should be conducted. This
analysis aims to identify AI-specific hazards and
risks that may arise during the operation of the
railway application within its operational envi-
ronment. Notice that the considered aspects are
intrinsically linked to the risks associated with
the system’s operating conditions. Consequently,
they are often reformulated in terms of “free-
dom from” or “absence of ” undesirable proper-
ties, such as safety, security, ethical concerns, and
operability. The standard (VDE-AR-E 2842-61:
2021) provides useful guidelines for such an anal-
ysis (Putzer et al., 2021).

Existing catalogs and taxonomies on AI hazards
and risks can serve as valuable references to sys-
tematically identify those relevant to the system
under consideration (Sharma, 2024; Zeng et al.,
2024). The identified AI-related risks should then
be assessed to determine their acceptability based
on predefined risk acceptance criteria. Trustwor-
thiness measures are then established to mitigate
and control any risks deemed unacceptable.

The trustworthiness measures, identified at this
level, can be linked to high-level trustworthiness
attributes. Consequently, they should be consid-
ered as goals and requirements that need to be
apportioned down to lower system levels. For in-
stance, safety and security, fairness and nondis-
crimination, data privacy requirements, etc. Pro-
gram Confiance.ai (Mattioli et al., 2024) provides
an extensive catalog of key trustworthiness at-
tributes that can be leveraged for such a mapping.

While high-level trustworthiness attributes are
sociotechnical and more domain-specific, those
considered at lower levels are more generic and
technical. These lower-level attributes primarily
relate to the performances and intrinsic properties
of the AI system and its embedded algorithms.
Additionally, each high-level attribute can be as-
sociated with multiple lower-level attributes, and

conversely, a low-level attribute can contribute to
several high-level attributes. For instance, safety,
as a high-level attribute, may be supported by
lower-level attributes such as robustness, explain-
ability, and reliability; and low-level attributes
such as explainability can support several high-
level ones, such as safety, security, transparency,
and ethical alignment.

At the very low level, i.e., AI model level, the
analysis should be conducted both quantitatively,
using metrics such as accuracy and precision, and
qualitatively, as part of broader quality processes.
Additionally, it is important to emphasize that
this analysis should be proactively integrated into
the development process, ensuring that each stage
meets specific atomic trustworthiness attributes.
For instance, data quality, data completeness, and
data balance for the data management stage; ac-
curacy, robustness, reusability, and interpretability
for the model learning stage; coverage, represen-
tativeness, comprehensiveness for model verifica-
tion. The work in (Ashmore et al., 2021) provides
an initial framework for assessing AI trustworthi-
ness at this lowest level.

Finally, it is important to note that the trust-
worthiness assessment is an iterative process
that combines both top-down and bottom-up ap-
proaches. This assessment must be carried out
across all system levels to ensure a comprehensive
and consistent evaluation.

5. Conclusion & Future works

This paper discusses the trustworthiness of AI
systems for deployment in the railway domain and
introduces foundations for a framework for their
systematic assessment. Concretely, it explores the
parallels between railway risk assessment and AI
trustworthiness evaluation, refining the definition
of risk to account for AI-specific risks and extend-
ing the analysis activities to incorporate additional
trustworthiness attributes.

While this paper succinctly outlines the high-
level process for conducting a trustworthiness as-
sessment, several steps and activities require fur-
ther elaboration to be fully considered as per-
spectives. Indeed, at the organizational level, the
position and role of the trustworthiness manage-
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ment process should be clarified. For instance,
it could be integrated into both AI system man-
agement and the safety management system. At
a minimum, the interactions between these two
management frameworks should be carefully ad-
dressed, particularly in the context of AI-based
safety-critical applications.

Another important topic, which was beyond the
scope of this paper, is the principles and crite-
ria for risk acceptance. As discussed above, the
identified AI-related risks should be assessed to
determine their acceptability based on predefined
risk acceptance criteria. The railway domain has
its own (safety) risk acceptance principles, which
may be adapted to address AI-related risks.

Finally, the proposed framework needs to be
refined and then validated by applying it to key
AI-driven railway applications, such as obstacle
detection for autonomous trains and track inspec-
tion and monitoring.
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