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The integration of artificial intelligence (AI) into safety-critical machinery applications in industrial environments
presents substantial challenges for conformity assessment and safety certification. Unlike traditional control systems,
AI’s data-driven nature and non-trivial behaviour complicates the assurance of compliance with established safety
standards. This contribution highlights the specific challenges with respect to the new European Machinery
Regulation (2023) and the AI Act (2024). We present corresponding developments in standardisation and research
and discuss to what extent safety cases can underpin the safety evaluation and conformity assessment for today’s
applications in industry.
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1. Introduction

As industrial machinery increasingly incorporates
artificial intelligence (AI) to enhance efficiency
and autonomy, the potential risks associated with
AI-driven systems in the workplace are also grow-
ing. Examples of potential safety-critical AI ap-
plications in industrial settings include safety-
zone monitoring in circular saws, autonomous
guided vehicles in industrial environments and
autonomous systems in construction vehicles. To-
day, some of these applications have already been
implemented as assistance functions [1, 19, 9]. In
future, these applications could eventually qualify
as safety functions enabling more flexible and
efficient production processes. They may even
facilitate production scenarios that are currently
unattainable due to the limitations of traditional
safety measures. However, the introduction of
safety-critical systems based on machine learning
(ML) in machines requires compliance with legal
requirements such as the new European Machin-
ery Regulation (MR) and the AI Act. Appropri-
ate comprehensive risk assessment frameworks
are currently being discussed in the academic

and standardisation communities. While existing
standards provide specific safety guidelines for
conventional deterministic systems, they may not
fully address the complexities introduced by AI
methods. This constitutes a major challenge and
is subject of this discussion paper. In section 2 we
introduce challenging aspects stemming from the
regulative context and the methodological point
of view. Using an example, we will show how
complex the interplay between the two relevant
regulations (MR and AI Act) can be. In section
3 we discuss safety cases as a means of providing
structured evidence of the achievement of regula-
tory safety objectives and give a brief overview
on related standards and standardisation projects.
Finally, section 4 summarises the remaining chal-
lenges and section 5 suggests possible research
directions and approaches that are crucial to fill
the gaps in risk assessment for AI systems.

2. Relevant legal frameworks: interplay
and challenges

In this section we present the two relevant pieces
of legislation for AI in machinery and discuss
the role of standards in specifying the high level
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Fig. 1. Schematic depiction of the relation between safety claims and goals, regulations and the standardisation
substructure in the new legislative framework. The relation between these levels can be demonstrated using a
structured safety case (definitions in section 3).

requirements of these regulations.
With the MR (EU) 2023/1230 replacing the

Machinery Directive 2006/42/EC and the AI Act
(EU) 2024/1689 coming into force in 2024, both a
revised sectoral EU product safety law and a new
horizontal legal act have become crucial for the
integration of safety-critical AI into machinery.
Within the New Legislative Framework (NLF),
the scope of these EU laws is limited to essential
high-level requirements. Technical specifications
are subsequently to be provided by harmonised
standards. While manufacturers are not legally re-
quired to apply these standards, doing so provides
a presumption of conformity with the relevant
provisions of the respective legal act.

Figure 1 shows the basic idea of technical (har-
monised) standards supporting safety claims of
legislation. A more detailed description of the
depicted schematic of a structured safety case
can be found in section 3. The aforementioned
legal acts define safety objectives and high-level
requirements according to the risk level of a prod-
uct. These requirements are addressed in technical
standards in which specific measures such as pro-
cedures, tests and threshold values are defined to
meet these requirements.

The EU Machinery Regulation is to be applied
to the placing on the market of machines and

associated products from January 20th 2027. It
includes formal requirements for placing on the
market as well as safety and health requirements
for machinery and related products. The general
principles in Annex III require the manufacturer
of machinery or a related product to consider the
risks that can (foreseeably) arise when placing
the machinery on the market. These requirements
of course also apply to AI systems embedded
in machinery and related products. Additionally,
in Annex I, Part A, the MR explicitly mentions
the need for a special conformity assessment by
notified bodies for certain machinery components
containing AI. However, the MR avoids the use of
the term ”artificial intelligence” and paraphrases it
with ”fully or partially self-evolving behaviour us-
ing machine learning approaches”. The MR thus
only explicitly mentions those systems that exhibit
further development or learning after they have
been placed on the market or put into operation,
i.e. during use. Trained systems, that is, systems
that do not continue learning, are not included in
this definition [22]. Furthermore, the regulation
limits the capacity of AI to systems that use ma-
chine learning approaches. Other AI methods are
not explicitly considered in the MR. Annex I, Part
B includes further products that are often based on
AI such as protective devices designed to detect
the presence of persons (No. 15) or logic units
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Fig. 2. Example for the application of the Machinery Regulation and AI Act to determine the necessary require-
ments for the placing on the market of a machinery safety component using person detection with AI.

to ensure safety functions (No. 17). For safety
components and machinery that have embedded
such systems, the MR may also demand a third-
party conformity assessment by notified bodies.
This demand constitutes one prerequisite for being
classified as a high risk system by the AI Act.

The AI Act classifies AI based on risk. It lists
prohibited AI practices and defines the class of
‘high-risk AI systems’ which are subject to special
requirements. The majority of these obligations
are to be met by the providers (developers) of
these systems. AI systems are high-risk AI sys-
tems under Article 6(1) of the AI Act if the fol-
lowing two conditions are both met:

(a) the AI system is intended to be used as a
safety component of a product

(b) it is required to undergo a third-party confor-
mity assessment.

With (b), the horizontal AI Act leaves it to the
sectoral (vertical) regulations, in case of machin-
ery to the MR, whether a system with AI falls into
the high-risk category.

High-risk AI systems must comply with certain
requirements in the following areas (AI Act Chap-

ter 3, Section 2):

• Risk management system
• Data and data governance
• Documentation and record-keeping
• Transparency and provision of information to

deployers
• Human oversight
• Accuracy, robustness and cybersecurity

As one exemplary requirement, a risk manage-
ment system is to be applied as an iterative process
throughout the entire lifecycle of the AI system.
Risk management shall comprise the identifica-
tion and evaluation of known and foreseeable risks
and the adoption of appropriate risk management
measures. After that, the overall residual risk of
the high-risk AI-system should be judged as ac-
ceptable.

In Figure 2, we show a schematic of selected
interrelations when applying both regulations to
an exemplary case, a person detection system us-
ing AI as a safety component in a machine. As
mentioned above, the classification as high-risk by
the AI Act depends on the necessity of a third-
party conformity assessment in the MR. This is
undoubtedly the case if the system exhibits self-
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evolving behaviour. However, even if this does not
apply, a third-party conformity assessment might
still be necessary in this example if no harmonised
standard for this product exists. Only if there is
such a standard, the system would fall into the low
risk AI category with less strict obligations. So it
might depend on the progress of standardisation
if a given system falls into the high-risk category
with all its safety requirements or not.

As described above, the AI Act and the Ma-
chinery Regulation only formulate general safety
objectives. Concrete technical details are to be
defined in standards. To this end, the European
Commission published a standardisation request
(SR) to CEN/CENELEC in support of the AI Act
and a draft of a SR for the MR. The SR in support
of the AI Act includes requests for standards on
risk management, quality of datasets, record keep-
ing, transparency, human oversight, accuracy, ro-
bustness, cybersecurity, quality management and
conformity assessment. The SR in support of the
MR explicitly requests the development of har-
monised standards. A partial overlap of the SRs
can be recognised, especially for methodology to
be applied covering the associated risks of emerg-
ing technology, machinery and safety components
with fully or partially self-evolving behaviour and
protection against corruption.

All harmonised standards must now also in-
clude an informative Annex Z which clarifies the
relationship between the sections of the legal re-
quirements and the corresponding sections of the
standard. However, the Annex does not provide
an unmistakable traceability between high-level
regulatory requirements and the more detailed
technical requirements in standards as depicted
in Fig.1. A safety case can be a useful approach
for arguing safety in this and many other sce-
narios (see definition and related work in section
3). On the one hand, it offers a structured and
traceable methodology to demonstrate the safety
of a product when no detailed requirements in
the form of (harmonised) standards are provided.
But even when technical standards are available,
safety cases can be valuable if the requirements in
the standards are rather high-level.

After the previous considerations, we see two
major challenges which arise from the current
legislative framework and state of standardisation
with respect to safety:

(1) Completeness of regulatory requirements: It
remains unclear whether the formulated pro-
cedures and requirements in MR and AI Act
are sufficient and complete to claim safety.
Neither the regulative texts nor its recitals
justify on which basis completeness of reg-
ulatory requirements can be assumed. There
is no structured argument that explains why
the achievement of regulatory requirements
implies safety.

(2) Level of detail needed in the standards: The
SRs do not state the level of detail needed in
the standards to fulfil the SR and the overar-
ching safety objectives of the regulations.

3. Safety cases in research and
standardisation

As mentioned in the previous section, structured
safety cases can be a useful link to prove that mea-
sures proposed by standardization or chosen by AI
developers lead to a sufficient level of safety for
the user and fulfil the protection goals of the legis-
lation. In this section we want to briefly introduce
the concept of safety cases and give an overview
of related work in research and standardisation.

Correa-Jullian et al. state that ”safety cases are
a construct that serves as a framework combining
claims, arguments, and the supporting evidence,
justifications, and assumptions about the system’s
safety. They serve multiple purposes, such as
safety certification and providing structure for risk
management or risk communication tasks.” [13].
Kelly et al. describe the purpose of a safety case
as follows: ”A safety case should communicate
a clear, comprehensive and defensible argument
that a system is acceptably safe to operate in
a particular context.” [20]. Graphical representa-
tions such as the Goal Structuring Notation (GSN)
and Claims Arguments Evidence (CAE) are of-
ten used to visualize the safety argument in tree
structure [11, 13]. In this paper, we abstract from
a concrete notation like GSN or CAE and focus
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on the common underlying principles and related
challenges. As illustrated in Fig.1, the tree struc-
ture consists of claims. The hierarchical relation
between claims means that one can conclude that
a claim holds if its (lower-level) sub-claims hold.
This conclusion is visualized in Fig.1 as a reason-
ing step. A reasoning step can come along with
some assumptions meaning that the sub-claims
imply the higher-level claim only if the assump-
tions are true. The claims at the bottom are based
on evidences, that is, facts that can be proven. The
top-level claim refers to the achievement of safety.
The reasoning steps and the assumptions explain
why and under which conditions it is possible to
conclude safety from the evidences.

3.1. Academic research

After a thorough literature review we have the
impression that there is consensus in the safety
research community that safety cases are the state-
of-the-art approach for assuring safety of AI sys-
tems and autonomous systems. In the following,
we present relevant academic work that has led to
this impression. We are aware that the ”empirical
evidence for the value of safety cases is weak”
[16]. However, this is true of many methods in
software and dependability engineering because it
is laborious and costly to conduct experiments that
provide sufficient evidence to support the validity
of claims.

Recent German and European research projects
dealing with the assurance of AI and auton-
omy such as Confiance.ai [2], ExamAI [3], Ab-
sicherung KI [4] and zertifizierte KI [5] promote
the usage of safety cases or directly address the
challenge to come up with an appropriate safety
case. The literature review by Neto et al. compiles
numerous systematic approaches for safety assur-
ance in form of safety-cases [23]. Neto et al. con-
clude that such approaches have the potential to
accompany the development process throughout
the lifecycle of safety-critical AI systems, can as-
sist safety practitioners and go beyond the conven-
tional V-shaped method from non-AI safety stan-
dards like IEC 61508, ISO 13849 and ISO 26262
(see Table 1 for details on standards). Concrete
approaches for systematic safety-argumentation

of ML components in recent years can be found
in e.g. [11, 18, 14, 10, 21].

The current high abstraction level of presented
safety-cases in academic literature makes the ap-
plicability for safety practitioners questionable
(see also [23]). In safety standards from various
application domains like ISO 26262 for automo-
tive, safety cases are recommended and academia
provides examples how such requirements can be
fulfilled. This also triggered academia to provide
some examples dealing with AI and autonomous
systems like AI-based pedestrian detection in the
context of automated driving [15]. However, use
cases with a detailed safety-case application from
the field of AI in machinery are not yet avail-
able even though a main recommendation of the
project ExamAI [3] was to apply safety cases for
AI and machinery [7].

3.2. Standardisation Activities

In the following, we first discuss automotive stan-
dards addressing safety cases for which we as-
sume a potential for adoption in machinery safety.
Automotive standards are particularly relevant be-
cause they tackle the challenges of complex, au-
tonomous, and software-driven systems—issues
increasingly present in modern machinery. In the
second part, we mention standards specific to ma-
chinery safety and briefly discuss their relation-
ship to the concept of safety cases.

ISO PAS 8800 considers the safety case as a
core concept or the key deliverable. It describes
safety-related properties of AI systems that can be
used to construct a convincing safety assurance
claim for the absence of unreasonable risk. This
scope of ISO PAS 8800 supports the composition
of an overall safety case that can be assessed by
means of UL 4600. ISO PAS 8800 reflects results
from the lighthouse project ”KI Absicherung”
with key players from the German automotive
industry.

UL 4600 intends to help ensure that an ac-
ceptably thorough consideration of safety for an
autonomous product is conducted. The standard
focuses on autonomous road vehicles but is based
on a generalised autonomous system framework.
It places emphasis on ensuring that a safety case
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Table 1. Selection of relevant standards for safety and AI safety.

standard title

ISO PAS 8800 Road vehicles – Safety and artificial intelligence
UL 4600 Standard for Safety for the Evaluation of Autonomous Products
ISO 26262 Road vehicles – Functional safety
ISO 21448 Road vehicles – Safety of the intended functionality
VDE AR 2842-61 Development and trustworthiness of autonomous/cognitive systems
ISO 13849 Safety of machinery
IEC 61508 Functional Safety of Electrical/Electronic/Programmable Electronic Safety-related Sys-

tems
ISO/IEC TR 5469 Artificial intelligence – Functional safety and AI systems
ISO/IEC TS 22440 Artificial intelligence – Functional safety and AI systems
ISO 12100 Safety of machinery – General principles for design – Risk assessment and risk

reduction
DIN SPEC 92005 Artificial Intelligence - Uncertainty quantification in machine learning

is reasonably complete and well formed. For this
purpose, compliance to standards that deal with
specific aspects of safety like ISO 26262 or ISO
21448 can be incorporated into the UL 4600 safety
case.

To the best of our knowledge, the only sector-
overarching standard that addresses all safety as-
pects of AI and autonomous systems is the ap-
plication rule VDE AR 2842-61 which considers
three levels of abstraction. The solution level (top-
level) is related to system safety. The system level
relates to product safety. The technical level (low-
est level) relates to functional safety. VDE AR
2842-61 considers safety cases a core concept.

In contrast to automotive and other sectors, the
development of safety cases is exceptional in ma-
chinery manufacturing. They are not considered in
relevant safety standards such as ISO 13849 and
IEC 61508 or ISO/IEC TR 5469 and its follow-up
version ISO/IEC TS 22440 (both are driven by the
maintenance group of IEC 61508).

ISO 12100 is the key standard for providing
a comprehensive framework for systematically
identifying hazards, assessing risks, and imple-
menting effective measures to ensure machinery
safety throughout its lifecycle. It does not address
safety case development but its principles provide
foundational elements and process steps that could
be incorporated into a safety case.

In conclusion, safety cases play a pivotal role

in sectors like automotive, where standards such
as UL 4600 and ISO PAS 8800 emphasize their
importance for ensuring the safety of complex
and autonomous systems. While machinery safety
standards like ISO 12100 provide essential princi-
ples for risk assessment and mitigation, incorpo-
rating safety cases into this domain could enhance
the rigour and transparency of safety justifica-
tions, particularly for addressing AI and auton-
omy.

4. Research challenge

According to the conclusions of sections 2 and
3, one of the challenges in achieving and argu-
ing safety of machines embedding AI is the un-
structured and to date partly incomplete collec-
tion of requirements in regulations, standardisa-
tion requests and standards. The interplay between
different regulations, i.e. MR and AI Act, and
the interplay between different standards compli-
cates the situation even more. Researchers pro-
pose safety cases for dealing with this issue and
for assuring safety of AI-based autonomous sys-
tems (see section 3.1). This state-of-art approach
is already reflected in some innovative safety stan-
dards (see section 3.2). They include for instance
guidance on the topics that a safety case should
address, advice for dealing with these topics and
pitfalls that shall be avoided. However, compli-
ance to this guidance can hardly guarantee that
the resulting safety argument is sufficiently strong
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and will be accepted by notified bodies. In the
following, we first explain the underlying research
challenges to address this issue and then make a
proposal to address them.

A first challenge is the structure of safety argu-
ments. Researchers have proposed different struc-
tures and there is currently no consensus which
structure should be used under which conditions.
For instance, a popular approach is given by AM-
LAS (Assurance of Machine Learning for use in
Autonomous Systems) [6]. AMLAS incorporates
a set of safety case patterns and a process for sys-
tematically integrating safety assurance into the
development of ML components. However, Klaes
et al. propose a different approach due to problems
identified in applying AMLAS [21]. One problem
was that claims with the term ”sufficient” are
decomposed in such a way that the ”sufficiency”
in subclaims is interdependent, so that the tree
structure does not follow a divide and conquer
approach. For example, a claim about a sufficient
level of safety is decomposed over many steps
into claims about a sufficient level of training data
quality and a sufficiently correct trained model.

A second challenge concerns the lack of knowl-
edge about the technology and the context in
which it is applied. The application of machine
learning leads for instance to several kinds of
uncertainties described in DIN SPEC 92005. A
typical uncertainty regarding the application con-
text is, for example, the likelihood of safety-
critical situations that the system has to handle.
An approach to deal with this challenge is to
identify this lack of knowledge by assessing the
reasoning steps of a safety case and to collect
related field data that addresses the assumptions in
the reasoning. This can strengthen the argument.
The growing argument strength can then be used
to steer a stepwise market introduction. For in-
stance, market introduction may begin with a few
demonstrators with a human safety supervisor as
we see it currently in the case of robo-taxies. If
the safety argument becomes stronger due to a
positive evaluation of assumptions and additional
evidences for claims, then we can argue that more
products with less human supervision are accept-

able. Contributions to this ramp-up approach are
presented in [8, 12, 18, 17]. The extent to which
these approaches can be combined into an overall
solution applicable to the safety of autonomous
machines is still an open research question.

5. Proposal: Community driven
exemplary safety case development

Our proposal to deal with the challenges presented
in the previous section is to develop a reference
example and establish an open community of
practice around this example. Interested individ-
uals, companies and institutions can join and raise
concerns about the arguments in the example.
This community is invited to introduce names for
types of arguments, collect counterarguments and
reactions on these counterarguments. The safety
community already uses terms like ”proven-in-use
argument” and there are many discussions around
this kind of argument such as [24]. Our idea is to
initiate similar discussions in an open community
of practice for safety assurance of AI systems and
autonomous systems. Researchers with solution
approaches such as AI robustness analyses can
use the example to explain at which points their
solution is needed to strengthen a given safety ar-
gument. An additional goal is to provide different
variants of the example and to let the community
comment on the preferred representation of the
same argument (different structure but same top-
level conclusion and evidences) or the strength of
different arguments.

Summarizing, as concrete next steps we first
plan to find a promising use case from the au-
tonomous machinery domain. We encourage our
valued readers to contact us with information on
suitable applications. From this, we aim to create
the example and its variants including names for
different types of arguments and different structur-
ing approaches. Different approaches will be de-
veloped to gradually increase the strength of argu-
ments by monitoring the fulfilment of claims and
assumptions using field data. Different approaches
will be developed to formalise uncertainty and
strength of arguments.
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