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The rapid rise of generative AI (GenAI) has sparked the sustainability community to explore its potential appli-
cations, such as climate impact modeling and renewable energy optimization. However, deploying these GenAI-
powered solutions in enterprise environments raises risk concerns. In particular, chatbots and similar GenAI
applications face risks of misinformation and disinformation stemming from knowledge sources, user prompts,
and the response generation process. While traditional probabilistic analysis methods often struggle to effectively
assess risks in GenAI applications, the Risk-Reducing Design and Operations Toolkit (RDOT) provides a qualitative
complement for addressing these challenges. In this study, we propose a framework that applies the RDOT
methodology specifically to GenAI applications in the sustainability domain, drawing lessons learned from an
internal enterprise GenAI application development. We outline mechanisms for structured risk identification, testing,
evaluation, and specific risk mitigation techniques. By embedding these techniques in the development and testing
process, we enhance the reliability of sustainability-focused GenAI solutions. We found that 34 (out of 111 or
31%) of the RDOT strategies have already been utilized in the internal GenAI application with 10 of them showing
particular value in sustainability-focused GenAI application development. Another 17 (15%) were not utilized but
are highly promising. Our finding addresses a gap in current practices, providing sustainability practitioners with a
systematic way to navigate the challenges of deploying GenAI technologies in real-world settings.
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1. Introduction

The rapid rise of Artificial Intelligence (AI) and
Generative AI (GenAI) has inspired the sustain-
ability community to explore their application in
areas including climate impact mitigation, sustain-
able design exploration, and sustainability report-
ing (Deng et al., 2023; Goridkov et al., 2024;
Hsu et al., 2024; Mohammadabadi et al., 2024;
Zhang et al., 2023). These applications could en-
able chatbots to report product sustainability met-
rics or perform calculations of complex sustain-
ability metrics on-demand. While this intersection
opens new avenues for addressing environmental
challenges, deploying GenAI in sustainability do-
main raises reliability concerns in sustainability-
focused claims (Bommasani et al., 2021; El-
Mhamdi et al., 2022; Hazell, 2023; Shaikh et al.,
2022; Wei et al., 2023; Xu et al., 2020).

Schimanski et al. highlighted the challenges of
ensuring GenAI models provide accurate, trace-
able responses based on reliable sources, espe-

cially for sustainability (Schimanski et al., 2024).
However, their work prioritized evaluation met-
rics over assessing helpfulness and overall risks.
In enterprise application development, developers
often need to lean towards helpfulness and func-
tional requirements and have very limited data
to assess specific risks in the safety and secu-
rity dimensions. As a result of this data scarcity,
developers cannot effectively apply risk mitiga-
tion methods from classical decision theory that
requires estimation of failure frequencies (Ku-
mamoto and Henley, 1996).

To address the challenges of managing risks
in sustainability-focused GenAI applications, we
propose utilizing the Risk-Reducing Design and
Operations Toolkit (RDOT). RDOT is a decision-
centric risk reduction approach that aims to mit-
igate risks at scale (Gutfraind, 2023). In this pa-
per, we discuss a domain-specific implementa-
tion of RDOT for sustainability-focused GenAI
applications in an enterprise environment. RDOT
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provides a qualitative, application-inspired frame-
work grounded in decision theory, which can
complement traditional quantitative risk assess-
ment methods. Unlike classical decision theory
that relies on strict probability quantification,
RDOT offers a more flexible approach suitable for
complex, fast-moving domains like sustainability
where precise failure frequencies are difficult to
estimate. By adapting RDOT principles to the sus-
tainability context, we aim to equip sustainability
professionals, enterprise developers, and knowl-
edge curators with a systematic way to identify,
evaluate and mitigate risks associated with de-
ploying GenAI solutions for sustainability-related
applications and services.

2. Method

2.1. Design research

This research follows a design science methodol-
ogy, which emphasizes the creation and evalua-
tion of artifacts to solve organizational problems
(Holmström et al., 2009). Our work aligns with
the "research through design" paradigm where
knowledge is generated through the process of
designing and developing technological solutions
(Gaver, 2012). As part of this research, we draw
from direct experience participating in the devel-
opment, testing, and evaluation of internal GenAI
applications with sustainability-focused features.
This includes serving as the primary curators of an
internal sustainability knowledge base that powers
one such GenAI application. Through this hands-
on involvement, we gained valuable insights into
the practical challenges and requirements of build-
ing reliable, sustainability-oriented AI systems
within an enterprise environment.

One objective of this internal GenAI appli-
cation is to serve as a tool that can accurately
answer user queries related to sustainability in
a consumer electronics organization. The appli-
cation is backed by a sustainability knowledge
base with curated ontological categories specific
to hardware sustainability products and services.
Users are authenticated to access the application
through a web interface. The application is built
as a large language model (LLM) agent that uses
enterprise retrieval augmented generation (RAG)

system to enhance the system’s capability (Lewis
et al., 2020; Zhang et al., 2025). The RAG system
is designed to filter the knowledge base with user
permission control.

2.2. Decision-theoretic approaches to risk

Through our hands-on experience developing and
curating sustainability-focused GenAI applica-
tions, we recognized the need for a more system-
atic approach to risk management in this domain.
Therefore, we draw attention to promising risk
management strategies that have been widely ap-
plied in fields such as engineering and medicine
(Gutfraind, 2023; Todinov, 2006).

In prior work, we cataloged over 100 existing
risk-reducing strategies, referred to as the Risk-
Reducing Design and Operations Toolkit (RDOT)
(Gutfraind, 2023). This set of strategies was found
to fall into five categories with some overlaps:

(1) Structural: strategies that design systems to
improve their preparedness for uncertainty.

(2) Reactive: strategies that improve detection of
events and subsequent response to them.

(3) Formal: strategies that use algorithms or
workflows for risk discovery or decision-
making.

(4) Adversarial: strategies that address risks due
to adaptive adversaries.

(5) Multi-stage: strategies that help in multi-
stage long-term planning decisions.

RDOT provides a more flexible, qualitative ap-
proach to risk management compared to classical
decision theory, which relies on strict quantifica-
tion of probabilities and event spaces to select op-
timal risk/performance trade-offs (Gilboa, 2009).
In enterprise sustainability knowledge system de-
velopment, estimating probabilities is challenging
due to the new and fast-moving nature of the
field. As a result, RDOT’s qualitative approach is
a fitting complement to address risks during ap-
plication development and evaluation (Gutfraind,
2024). Similar to cognitive heuristics discussed in
the behavioral economics literature, RDOT strate-
gies are usually qualitative in nature and very
suitable for software engineering teams, unlike
decision-theoretic approaches that require expert
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risk analysts (Gigerenzer and Goldstein, 1996;
Kahneman et al., 1982). But unlike cognitive
heuristics, RDOT strategies can also be applied to
complex enterprise settings: (1) large-scale efforts
of teams and organizations, rather than a single
decision-maker; (2) complex decision-making set-
tings such as system design problems and game
theoretic multi-actor scenarios, rather than sim-
ple choices from existing alternatives; and 3) ex-
tended development efforts over weeks, months or
years, rather than rules applied on the spot.

3. Analysis

3.1. Establish risk-reduction workflow
through process mapping

Process mapping is a visual technique used to
diagram the sequence of activities, decisions, and
information flows within a process (Damelio,
2011). By creating a detailed process map, we
can identify the steps in the existing workflow.
This visualization allows for the systematic ex-
amination of the workflow to pinpoint areas of
potential improvement or intervention. Typically,
the process map is developed through direct ob-
servation of the workflow in action, as well as
reviews of documentation (Aguilar-Savén, 2004).
We use process mapping to outline and establish
the risk-reduction workflow for an internal enter-
prise GenAI application designed with features
to respond to sustainability-focused user queries.
This workflow features continuous feedback loop
from developers and users. It takes into consider-
ation of risk from prediction as well as ongoing
usage of the application. This process-based view
helps to examine a systematic approach to risk
reduction.

Establishing an iterative feedback mechanism is
crucial for the sustainability-focused GenAI appli-
cation, as it needs to balance the ability to quickly
fix errors or address emerging sustainability is-
sues, while also maintaining user adoption. The
knowledge base powering the system will need to
evolve rapidly to keep up with evolving sustain-
ability data, definitions, and industry standards.
An iterative feedback approach with multiple data
sources feeding into the testing and evaluation
stage allows the development team to incremen-

tally update the system, test changes with users,
and incorporate feedback quickly (Figure 1).

Fig. 1. Sample risk reducing testing and evaluation
workflow of an enterprise-level sustainability-
focused GenAI application

3.2. Systematic review of risk reduction
strategies

In parallel to the risk reducing workflow devel-
opment, we conduct a systematic review of the
111 risk-reducing strategies documented in RDOT
Gutfraind (2023). The goal of this systematic re-
view exercise is to go beyond the generally known
GenAI risks, such as hallucination, and provide
a practitioner’s perspective on which risk reduc-
tion strategies have proven effective in real-world
sustainability-focused GenAI application devel-
opment.

Through this review, we identified 34 strate-
gies that are already being applied in the internal
GenAI application referred by this study. Further-
more, we determine that 10 of these 34 strate-
gies (representing 9% of the total 111 strategies)
are strongly applicable for sustainability-focused
implementations, based on our real-world experi-
ence. Building on these findings, in this section we
elaborate on the applicability of two risk-reducing
strategy categories, namely structural and formal
strategies, that are of high value to sustainability-
focused application development.
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Structural strategies are particularly relevant
in sustainability-focused GenAI applications, as
they strengthen the system’s ability to provide
reliable and accurate responses at scale for a do-
main where knowledge is inherently interdisci-
plinary and fast evolving (Table 1). Rather than
attempting to anticipate every possible user query,
structural strategies focus on building inherent
robustness into the core knowledge base of the
GenAI system.

For instance, when processing queries related to
life cycle assessment data collection, the GenAI
system can be structured with fail-safe, ground-
truth answers curated by sustainability experts.
This approach helps avoid the potential for incor-
rect responses before they reach users. Structural
strategies also involve implementing verification
checkpoints and systematically establishing data
quality and permission controls.

Table 1. Examples of structural risk reduction
strategies from RDOT and their sustainability-
focused implementations

Risk
reduction
strategy

Sustainability-focused implemen-
tation in GenAI applications

Evolvable
design

Iteratively design the sustainability
knowledge database based
on organization-specific ontological
categories.

Increase
sys-
tem trans-
parency

Socialize system architecture and
core technical components of the
GenAI tool with sustainability-
focused users and developers.

User
screening
and
training

Host sustainability-focused GenAI
demo and internal GenAI training
sessions highlighting sustainability-
focused use cases.

Formal strategies are also valuable for reduc-
ing risks in sustainability-focused GenAI applica-
tions. It’s particularly effective for incorporating
sustainability-focused decision logic, root causes
analysis, and relevant guardrails at scale (Table 2).
For instance, one key formal strategy is the incor-
poration of decision templates. In sustainability
domain, resources such as playbooks or decision
trees for sustainable design or certification could

be directly incorporated into the GenAI system’s
sustainability knowledge base. By aligning the
application’s responses with these established sus-
tainable decision-making frameworks, the quality
and reliability of the information provided to users
can be enhanced.

Table 2. Examples of formal risk reduction strate-
gies from RDOT and their sustainability-focused
implementations

Risk
Reduction
Strategy

Sustainability-focused GenAI
application implementation

Decision
template

Incorporate sustainability play-
books and decision trees as part of
the sustainability knowledge base.

Expansive
analysis

Deep dive the accuracy and ver-
sion control mechanism of sustain-
ability specific documentations.

Failure
mode
and effects
analysis

Perform Failure Modes and Ef-
fects Analysis (FMEA) for re-
ported high impact hallucination
cases such as renewable energy in-
vestment and alternative materials
investigation.

Hypothetico-
deductive
method

Come up with a set of testing
questions that focuses on spe-
cific domains of sustainability (e.g.
life cycle assessment, sustainabil-
ity fact sheet).

In addition to the structural and formal risk
reduction strategies, we have found value in some
additional strategies outside of the five main
RDOT categories (Table 3). Apart from the 10
RDOT strategies listed in Tables 1-3, we have
documented an additional 17 strategies that were
not utilized by the GenAI application referenced
in this study, but are highly promising.

3.3. Addressing primary risk categories in
sustainability domain

In the previous section, we systematically re-
viewed the risk reduction strategies documented
in the RDOT framework and identified the ones
that are particularly applicable to sustainability-
focused GenAI applications. In this section, we
take a deeper dive into the prevalent risk cat-
egories that are often discussed in sustainabil-
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Table 3. Examples of additional risk reduction
strategies from RDOT and relevant sustainability-
focused implementations

Strategy Sustainability-focused Implemen-
tation in GenAI Applications

Gather data Collect data for emerging sustain-
ability science areas to enrich the
sustainability text database.

Grow the
funnel

Host sustainability user oriented
demo and training session to so-
cialize the tool and prompting tech-
niques.

Knowledge
dissemina-
tion

Host team training and lunch and
learn sessions focusing on motivat-
ing sustainability professionals’ use
of internal GenAI application.

ity domain. Specifically, we examine the chal-
lenges posed by misinformation and disinforma-
tion (Vasist and Krishnan, 2023; Weidinger et al.,
2021). In sustainability-focused GenAI develop-
ment, we could review the main risk categories
under RDOT and test the effectiveness of dif-
ferent strategies. In the illustrative examples, we
color coded the effectiveness of the outcome after
applying RDOT-inspired methods using yellow-
green scale to show the final outcomes’ quality
from neutral to high.

3.3.1. Misinformation

Misinformation in sustainability context refers to
providing incorrect information about sustainabil-
ity metrics, definition, or practices. It presents a
significant challenge to environmental progress,
with several well-documented patterns identified
in peer-reviewed literature. Cook et al. studied
cognitive construction of climate misinformation
and offered reasoning techniques to address false
claims regarding climate change (Cook et al.,
2018). Farrell et al. addressed the large impact
of climate misinformation in the US and EU that
links to underlying institutional structure, organi-
zational power and financial roots and calls for
the scientific community to develop a coordinated
set of strategies across four related areas: public
inoculation, legal strategies, political mechanisms
and financial transparency, to prevent large-scale
misinformation campaigns (Farrell et al., 2019).

Fig. 2. Misinformation mitigation: Qualitative
comparison of erroneous answer containing
misinformation and answer after incorporating
RDOT-inspired strategies in the design (color
code: red - erroneous, yellow - medium quality,
green - high quality; responses are modified from
internal applications for illustrative purpose)

To address misinformation in sustainability-
focused GenAI application development, develop-
ers could adopt structural strategies-inspired tech-
niques to incorporate sustainability knowledge
base or formal strategies-inspired techniques to
insert system prompts. We provide an example of
deploying such strategies using a recycled magnet
relevant query. In this example, incorporating sus-
tainability knowledge base works better than the
selected system prompt (Figure 2).

3.3.2. Disinformation

Disinformation in sustainability context refers to
providing partial or misleading sustainability re-
lated content (Lewandowsky, 2021). The most
well known case of sustainability disinformation
is the intentionally created misleading informa-
tion on climate change and global warning gen-
erated by the petroleum industry to promote pub-
lic policies that favor fossil fuels (Franta, 2021).
During sustainability-focused GenAI application
development, developers could test various ways
to intercept the intentional fabrication of false
sustainability information. Here we provide an
example where a user tries to force the application
to generate sustainability claims that contradicts
common knowledge (Figure 3).
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Fig. 3. Disinformation mitigation: Qualitative
comparison of erroneous answer containing disin-
formation and answer after incorporating RDOT-
inspired strategies in the design (color code: red
- erroneous, yellow - medium quality, green -
high quality; responses are modified from internal
applications for illustrative purpose)

3.3.3. GenAI’s climate impact claim

In addition to addressing misinformation and dis-
information, we have also explored risk mitigation
techniques to ensure the quality of claims regard-
ing the climate impact of GenAI applications as
a software as a service (SaaS) product. This is
an area of increasing concern within the sustain-
ability science community (Bashir et al., 2024).
Inaccurate claims about a GenAI application’s cli-
mate change impact can lead to a lack of aware-
ness and understanding of its actual environmen-
tal footprint, including application-specific energy
consumption and embodied carbon from infras-
tructure and development resources.

4. Discussion

In this paper, we outlined an approach to mitigat-
ing risks associated with the deployment of GenAI
systems in the sustainability domain. By incorpo-
rating the RDOT, we can identify risk mitigation
strategies to key sustainability-related risks such
as misinformation and disinformation. Through a
structured workflow encompassing risk identifi-
cation, testing, and evaluation, we have demon-
strated how organizations can systematically in-
corporate risk management principles into the
development and deployment of domain-specific
GenAI applications. Overall, we argue that RDOT
offer concrete, effective risk mitigation actions

Fig. 4. Climate impact claim mitigation: Quali-
tative comparison of erroneous answer contain-
ing disinformation and answer after incorporat-
ing RDOT-inspired strategies in the design (color
code: red - erroneous, yellow - medium quality,
green - high quality; "x" is used to replace spe-
cific numbers for proprietary reason; responses are
modified from internal applications for illustrative
purpose)

that complement existing risk reduction strate-
gies at the system design level. These strategies
could be incorporated into regulations and techni-
cal standards for GenAI solutions.

Our key findings include: (1) Identification of a
set of sustainability-domain specific RDOT strate-
gies that were effective in practice; (2) Observa-
tion that different strategies have varying levels
of effectiveness. In addition, our initial explo-
ration indicates promise in combining multiple
techniques to enable multi-layered strategy.

Despite its demonstrated utility, our work has
several limitations worth noting. First, while
RDOT offers qualitative guidance for risk mitiga-
tion, it is most effective in combination with quan-
titative metrics for measuring the effectiveness of
implemented strategies in sustainability-focused
GenAI applications. Additionally, our findings are
based on a single organization’s GenAI applica-
tion, which may limit generalizability across dif-
ferent enterprise contexts and sustainability do-
mains. It’s important to note that this review and
selection process was informed by the subject
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matter expertise of our sustainability staff, and
may have been influenced by their own inherent
biases and limitations.

As the sustainability community continues to
explore the transformative potential of GenAI, it
is crucial that these emerging technologies are
implemented with risk management practices in
place in addition to consultation of existing stan-
dards such as the US NIST AI Risk Management
Framework (Luers et al., 2024; NIST, 2024; Schi-
manski et al., 2024) or ISO/IEC 420001 on AI
Management Systems (Dudley, 2024). The ap-
proaches outlined in this paper provide an exam-
ple for aligning the rapid advancements in GenAI
taking risks into consideration. By proactively ad-
dressing risks and prioritizing the reliability of
GenAI outputs, organizations can unlock the full
benefits of these tools while upholding the in-
tegrity of sustainability initiatives. We hope that
this exploration of a systematic risk management
framework can accelerate the responsible deploy-
ment of GenAI in the sustainability domain.
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