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Engineering is experiencing rapid changes in response to new needs, from embedding “intelligence on board” for
communication, control and decisions, up to large-scale architecture such as systems of systems and Internet of
Things. These systems rely on high degree of autonomy together with complex functional dependencies, and are
exposed to endogenous and exogenous risks which cannot be understood and mitigated as a sum of their parts.
Among these risks, those related to security are becoming a serious concern for safety and operability.
The healthcare sector recognizes the importance of integrating security and safety in the life cycle of a medical
device. This is reflected in the MDR 2017/745 medical device regulations, which require manufacturers to address
security in the life cycle of medical devices that incorporate software, or software that are medical devices in
themselves. This paper discusses principles of safety and security for medical devices according to the state of the
practice, and exemplifies their pros and cons with the intent of converging in a new state-of-the-art. This eventually
becomes the “game changer” in favor of co-design. Design challenges and expected benefits are discussed based on
security and risk management expertise from information technology and operational technology.
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1. Introduction

For safety-critical digital systems, the requirement
to consider security and cyber security in addi-
tion to safety is recent. Digital Instrumentation
and Control (DI&C) systems, and systems com-
prising operational technology (OT), such as Pro-
grammable Logic Controllers (PLC) and sensors,
were traditionally treated by industry as local sys-
tems, rarely connected to other systems and more
rarely to the internet. In pursuit of effectiveness
and profit, industry has connected industrial sys-
tems to business side systems, and indirectly or
directly to the Internet. Existing systems, origi-
nally developed for safety, suddenly need to ad-
dress security threats. without impeding the op-
eration and profitability of the system. This has
resulted in a practice in which security is added or
appended to existing solutions rather than being
implemented from the ground up. The notion that
safety and security can have different cultures,
goals, standards, and practices Simensen and Gran
(2021), should forewarn the manufacturer that the
problem is complex.

As many other sectors, which implemented the
latest ICT innovations, the healthcare sector was
not ready to face security and implement the
necessary controls. Healthcare service disruptions
can severely affect the society and because of that
they have become one of the preferred targets
of cyber-attacks Williams and Woodward (2015)
ENISA (2024).

The goal of this paper is to review the design
and manufacturing of a medical device, starting
from the regulatory framework. A case study is
taken as proof of concepts to identify the concep-
tual gaps of the state of practice against advanced
security threats, in order to show the urgency of
safety and security codesign for medical devices.

The paper consists of six sections. Section 2
introduces the regulatory and technical aspects of
the design and manufacture of safe and secure
medical devices. Section 3 identifies and analyzes
security challenges in the design process. The
conceptual gaps of the state of practice are exem-
plified in the case study of Section 4. Section 5
discusses requirements of co-design of safety and
security, before conclusions in Section 6.
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2. Medical device safety and security

The category of medical devices is very diverse
in terms of applications and technologies. In this
section, we focus on modern medical devices
that are safety critical and depend on software
and Information and Communication Technolo-
gies (ICT). Examples are medical devices that ad-
minister treatment (e.g. insulin pumps, radiother-
apy systems), medical devices used for recovery
or for sustaining life (e.g. defibrillators, ventila-
tors), medical devices that support vital functions
(e.g. pace makers), monitoring and diagnostic sys-
tems. These systems are critical to safety because
their failure or misuse can cause serious harm to
patients. And because failures may be caused by
cyber-attacks, they are also security critical.

2.1. The regulatory framework

Medical Device Regulation MDR 2017/745
Council of the European Union (2025) establishes
norms and requirements for medical devices to
ensure their safe use and protection of patients,
users and other persons’ health. In particular, An-
nex I defines the General Performance and Safety
Requirements for the design and manufacturing of
the medical device and also includes clauses that
cope with operations security (clauses 14.1, 14.2
and 17.1), information security (clause 17.2) and
IT security (clause 17.4). The verification of the
clauses in Annex I is by complying with appli-
cable safety and security standards, which overall
define the regulatory framework; see Figure 1.

Annex I of MDR Council of the European
Union (2025) constitutes the top level of the reg-
ulatory framework and points to IEC 60601-1
NEK/NK62 (2024), which covers the basic safety
and essential performance of programmable elec-
trical medical systems. The intermediate level of
the framework includes the IEC 62304 ISO/TC
210 (2006) for the medical software life cycle and
the IEC 80001-1 Health software and health IT
systems safety, effectiveness and security for the
integration of medical devices in IT networks. At
the last level, the relevant standards are IEC TR
60601-5-4, derived from IEC 62443 ISA99 and
IEC TC 65 WG 10 (2024), IEC 81001-5-1 for
the security life cycle of medical device software,

and ISO 27001 for the IT operating environment.
The ISO 14971 standard Medical devices – Ap-
plication of risk management to medical devices
applies horizontally to each level. It is worth re-
marking that security requirements are addressed
in the lower levels, and that verification is required
for meeting safety requirements at the top level.

Fig. 1. The regulatory framework for security and
safety of medical devices

2.2. State of the practice

EU member states have appointed the Medical
Device Coordination Group, who has prepared the
MDCG guidelines Medical Device Coordination
Group (2019) with the objective of instructing the
manufacturer to address security as an alterna-
tive to the implementation of security standards,
in particular IEC 81001-5-1 Health software and
health IT systems safety, effectiveness and se-
curity, and IEC 60601-5-4 NEK/NK62 (2024),
which are not fully harmonized with EU laws.
With similar intention, TUEV and Johner Institute
have together prepared security guidelines to ob-
tain conformity step-by-step M. Klinger (2021).
Security requirements are arranged in four levels,
from mandatory (level 0) to optional (level 3).
These guidelines are not only for interpreting the
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most controversial aspects of security. They also
implicitly define the ”state of the practice”, by
making it easier for a manufacturer to obtain cer-
tification and re-certification of medical devices.
Having said that, the state of the practice is not
state-of-the-art.

Meeting conformity by means of guidelines
(instead of fulfilling all relevant standards) is an
attractive short-cut to reach approval, however it
is an approach that does not mandate additional
efforts to secure the medical device. This also
enforces the inappropriate habit of considering se-
curity at a later stage of the design. When applying
the state of practice, it is essential to consider pros
and cons and to look at the present situation as
transitory.

3. Challenges with security for medical

devices

The introduction of security in the medical device
life cycle has increased the already significant
efforts for medical device certification, which is
comparable to and in certain cases higher than
the effort to make a system safe. This situation
is reflected in the definition of cyber-security as
a bull in a china shop Filippini and Spiller (2024).
In this respect, if the state-of-the-practice aims
at simplifying the conformity assessment for the
manufacturer, on the other hand, one may also
wonder how much this is paid in terms of quality
of designing and manufacturing a safe and secure
medical device. In the following section, an ex-
ample of safety and security assessment is chosen
to revise the state of the practice and its potential
gaps, omissions, and inaccuracy.

3.1. An example of safety and security
assurance

The example takes clause 17.2 of Annex I MDR
2017/745 Council of the European Union (2025)
and derives suitable claims and sub-claims to
prove their verification in spite of the concep-
tual gaps in the state of the practice. Clause 17.2
says that for devices that incorporate software or
for software that are devices in themselves, the
software shall be developed and manufactured in
accordance with the state of the art taking into

account the principles of development life cycle,
risk management, including information security,
verification, and validation. The clause is struc-
tured as a safety and security assurance case, with
claims for production and post-production phases.

Production claim: The manufacturer shall be
able (1) to design safe and secure medical devices
on the basis of (2) identified threats and vulnera-
bilities, and (3) to assess related risks with their
mitigation.

Post-production claim: The manufacturer
shall be able (4) to maintain safe and secure med-
ical device along its life time against changes in
the product and in the surrounding environment,
and (5) until this becomes impossible or not eco-
nomically convenient.

Each claim consists of sub-claims and assump-
tions, which are labeled by numbers.

Sub-claim (1) assumes the know-how of the
manufacturer to deal with safety and security by
design of medical devices. The know-how con-
stitutes state of practice that addresses the design
of two attributes separately. Because of this, a
comprehensive definition of safety and security
critical medical devices does not exist and this
is a conceptual gap that affects several design
principles. The single fault safety principle in the
IEC 60601-1, i.e., that the medical device remains
free of unacceptable risk under single fault con-
dition, turns out to be challenged when facing
cyber-attacks. The same holds for the segregation
principles of safety critical and non-safety critical
software in IEC 62304 Medical device software
– software life cycle processes. As long as safety
and security are separated, the defense-in-depth
principle may end up in a complex architecture
with the several layers of defense, eventually in-
terfering with each other. These conceptual gaps
may result in a suboptimal design with respect to
safety and security.

Sub-claim (2) requires the identification of
threats and vulnerabilities, both constituent ele-
ments of a cyber-attack. Unlike safety risk anal-
ysis, for which independent double faults are ex-
cluded and not analyzed, security risk analysis
does not have such rule of thumb. An example
here is where a cyber-attack may elaborate a strat-
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egy to exploit more combinations of vulnerabili-
ties and threats. The applicable criteria is based on
the exploitability of a cyber-attack. In other words,
the border between the analyzed security risks and
those that are acknowledged but not analyzed (i.e.
the ”known unknown”) is subtler and subjected to
the experience of the security analyst.

The assessment of security risks and their miti-
gation, namely sub-claims (3), is done separately.
While this is a consolidated practice, in the sci-
entific community new analysis methods are pro-
posed with the intent of enriching the descrip-
tion of the hazardous situations that are caused
by random failure scenarios and cyber-attacks. IT
security measures (e.g. access control, firewall,
intrusion detection, etc.) are often considered suf-
ficient to protect the medical device. This is a mis-
interpretation of the As Far As Possible (AFAP)
principle of ISO 14971. As a consequence, a
cyber-attacker may gain full control of the medical
device after breaching IT security measures.

The sub-claims (4) and (5) apply to post-
production. Any changes in the medical product
and in the operating environment are expected to
trigger reassessment of risks and their mitigation.
Changes in the operating environment depend
on the surveillance of vulnerabilities and threats,
which is a big concern. Due to a fast changing
threat landscape, all claims on security are imper-
manent. In this respect, a continuous surveillance
is essential to ensure that the level of safety and
security does not decrease. This problem is also
related to the obsolescence of software. Examples
are legacy software, some of which provide ex-
ploitable back-doors for cyber-attackers. Again,
the meeting of the requirements depends on the
experience of the manufacturer.

3.2. Threat landscape paradigm shift

In cybersecurity, reality is that adversary skill is
beyond that of the good guys (i.e., us). When fac-
toring in zero-day vulnerabilities, advanced tools
supporting hackers, and recent development in
artificial intelligence (AI) supporting both skills
and tools of the adversaries, its a losing game.
AI-tools are already powerful tools in developing
advanced cyber-attacks, and they can empower

low-skill actors to better understand the steps of
attacks and develop their overall knowledge and
strategy.

Current practice is to protect assets according
to perceived value of the asset against realistic
adversaries. The National Institute of Standards
and Technology (NIST) provides the following
main adversary types: state actors, terrorists, or-
ganized crime, hacktivists, and hackers. Where
home-schooled hackers use simple tools and tac-
tics to obtain smaller gains in a short time, state-
backed actors with access to advanced knowledge
and tools are playing the long game. Depending
on the relevant adversary capabilities, existing
system vulnerabilities are mitigated to reach an
acceptable level of risk. Most civilian industries
do not consider themselves to be a target of state-
actor interest, hence the need to protect against
advanced techniques and tactics is not seen as
relevant. Mostly, industry protects against hackers
and hacktivist activities, in a manner suggested
by best-practice standards and regulations, where
security controls often can successfully be ap-
pended to existing systems, e.g., firewalls, simple
encryption and authorization/authentication.

Where previously e.g., a hacktivist would be
stopped by firewalls and simple encryption, an AI-
empowered hacktivist might not be. If this AI-
empowerment is true for different adversary types,
it can render current protection strategies obsolete.
Safeguarding the borders of a system might no
longer be sufficient.

4. A case study

4.1. System description and analysis

The case study makes it possible to discuss tech-
nical safety and security requirements, according
the present state of practice, and although it is
based on a real system, it is generalized as to not
directly represent any specific implementation.
The case study is a medical system that provides
remote supervision and control of radiotherapy
sessions for eye cancer treatment. Remote super-
vision and control are required in several clinical
applications and in this case prevent exposure of
medical personnel to radiation from the particle
beams as well as secondary effects of scattered
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particles.
A radiotherapy treatment session consists of the

delivery of a proton beam of required energy and
intensity, which is generated by the particle ther-
apy accelerator. The proton beam is steered and
collimated along the beam line towards the target
tumor area. In order to maintain the alignment
with the beam, the patient shall gaze a LED light
during the treatment session. A radiotherapist in
the control room (i.e. the user of the medical de-
vice) supervises the treatment through a monitor,
showing a live image of the patient. The live image
is captured by camera and sent to a server which
formats the image and sends it to the client in the
control room. The radiotherapist makes decisions
on the basis of the live image. If the patient moves
the eye out of the target area, the alignment with
the beam is lost, and the radiotherapist shall stop
the beam by pushing the interrupt button. A de-
layed live image, a frozen image, or a low-quality
image will compromise the effectiveness of the
supervision activity, resulting in late or missed
beam stop. Worst case, surrounding healthy tis-
sues are irradiated and harm to the patient is se-
vere.

The client software displays additional infor-
mation related to the machine state (i.e., prepara-
tory, ready, irradiation) as well as warning and
error messages. Error messages are generated by
either the server or client in response to violation
of the real-time property, substandard quality of
the live image, or from errors in the software,
operating environment, and communication chan-
nels. The acquisition, framing, transmission and
display of the live image and the supervision ac-
tivity by the user are shown in the swim lane
diagram in Figure 2. The server and the client are
safety critical processes and they are developed as
class C medical device software according to IEC
62304. Several risk control measures are imple-
mented to mitigate risks in the server and client;
frozen image detection, live image check (image
time stamp and timeouts). In addition user takes
care of the image quality supervision.

The medical device software has been analyzed
and designed to guarantee a safe treatment with
respect to identified failure scenarios and fore-

Fig. 2. Swim lane diagram of the case study

seeable misuse. Security was addressed at a later
stage and separately from safety. According to the
state of practice, STRIDE methodology together
with Failure Modes and Effect Analysis assessed
risks of cyber-attacks that may compromise in-
tegrity and availability of live image. New risk
control measures were identified to secure the
operating environment such as access control, fire-
walls, and resource monitoring, as requirements
for IT. In conclusion, the medical software was
evaluated safe and secure for its intended use
under identified failure conditions and foreseeable
misuse.

4.2. Use case vulnerability assessment
when considering advanced threats

When assessing the swim-lane diagram for po-
tential attack vulnerabilities that can allow for
actions on objectives, the importance of an up-
to-date image is critical. There are functions on
both server- and client-side checking for potential
delays in image acquisition and transmission. The
image acquisition check verifies the time stamp
to confirm that the image is recent and correct.
Image transmission and receive functions ensure
that the transmission of the image from server to
client does not introduce delays that render the
image out-of-date. The ’time stamping’ imprints
the time off image capture into the picture and it is
this image-imprinted information that is checked
at several points in the process to ensure that the
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picture is sufficiently recent.
When considering cybersecurity risks, struc-

tured adversarial thinking can be supported with
e.g., the Lockheed Martin cyber kill chain model
Eric M. Hutchins and Michael J. Cloppert and
Rohan M. Amin (2011). Considering the mod-
els steps; Weaponization and Delivery, can each
provide an attacker with access. With access, the
step Exploitation can consist of acquiring a better
understanding of how the system actually works;
including identifying further weaknesses, vulnera-
bilities, the potential to escalate rights and access,
and identifying potential delivery mechanisms for
payloads, commands, and other actions to reach
objectives. For sake of example we identified two
potential effects of interest; 1. compromising the
time-stamp process in such a way that the system
is stopped, and 2. compromise the time-stamp
process so that a wrong image is used without
being flagged. The first can be achieved in several
ways, e.g., denial of service attack on server side
that slows down image and denial of service attack
on the network to introduce delays in transmis-
sion. The second requires more than one of the
checking functions to be manipulated in order to
not throw an error, or it requires breaking the error
checking functions itself. Which of these are more
probable depends on the goal of the attacker, if it is
to stop the process and prevent treatment, or if it is
to harm a patient through administering treatment
based on wrong information.

Worst-case scenario is harmful treatment. A
potential way to achieve harmful effects can be
through a side-channel attack compromising the
premise of the time-stamp approach, e.g., tam-
pering with system clocks. To ensure that differ-
ent systems are aligned time-wise, network time
protocols (NTP) are commonly used to adjust
system time with a centralized ’time’. Although
both server and client sides have internal battery
back-up clocks, setting the time and adjusting
for potential drifting is done with NTP. Existing
time stamp checks do not consider system time
manipulation. Without going to much into details,
checking for time manipulation can be done in
different ways such as checks to ensure that no
commands that adjust or change time attributes or

time-services are run when the system is operated,
and checks that compares NTP time with internal
clocks, and/or against other NTP services. The
same acceptance that an adversary would be able
to pass ’border security’ protecting the system,
supports accepting the possibility that other neces-
sary services can be compromised as well, which
means in the case of NTP that both protection
measures should be identified and implemented
for how the service is used, as well as checking
mechanisms for cases where protection mecha-
nisms have failed. In fact, should the NTP fail for
non-security reasons, the checking mechanisms
would still be needed. Regardless, both protec-
tion and checking mechanisms cannot be achieved
without system redesign and implementation.

5. Towards Safety and Security

Co-design

The case study is a paradigmatic example of how
the implementation of the state of practice can be
insufficient to handle more sophisticated security
threats. In the use case example a vulnerability
was identified that allows an attacker to achieve
unwanted behavior of the medical device, com-
promising safety and challenging the effectiveness
of the risk control measures.

In the following we discuss the reasons why this
vulnerability remained after design, by root cause
analysis. The existence of an unprotected software
vulnerability has its causes in a few conceptual
gaps with the application of the defense-in-depth
principle and the AFAP principle. All safety risk
control measures are within the medical device,
while security risk control measures are in the
surrounding IT operating environment, hence ex-
ternal to the medical device. This leads to an archi-
tecture that, in spite of being able to reduce risks,
does not respond to the same defense-in-depth
strategy. A risk analyst would also recognize a
deviation from the AFAP principle. The AFAP
applies to the manufacturing of the medical device
and not to the IT environment, which is considered
external. Therefore, the predominance of security
measures in the IT operating environment over se-
curity measures in the medical device goes against
the correct application of the AFAP. What is the
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consequence of that? Simply, an attacker with
proficient skill to breach IT security measures
will be able to take full control of the medical
device, including impacting safety measures. As it
cannot be ruled out that an attacker would not be
able to get through the ’border’ security measures,
internal security measures are needed with regards
to defense-in-depth.

Why was this potential vulnerability over-
looked? Maybe this is not just negligence. One
might wonder if this was done to avoid a software
design review to implement new security software
requirements, which have been identified at a later
stage. And why are security requirements intro-
duced at a later stage? This is the consequence
of the state of the practice, which allows safety
and security to be designed separately, the result
of which is a suboptimal engineering process. It
seems we have found the root cause.

While best practice suggests addressing safety
and security together in early life cycle phases,
standards are not explicit in this respect. The inte-
gration of safety and security for medical devices
is not reflected in a single standard. For example,
IEC 62304 ISO/TC 210 (2006) addresses safety
but does not include security, while IEC 62443
ISA99 and IEC TC 65 WG 10 (2024) consid-
ers security but not safety. Moreover, there is no
risk management process that addresses safety
and security altogether. Standardization commit-
tees have in part acknowledged this problem. Be-
cause cybersecurity is ubiquitous, it is expected
that these obstacles will be addressed and removed
one by one. But until then, instead of proceeding
blindfolded, it is more beneficial to acknowledge
the gaps, address them, and identify corrective
measures.

In this respect a valuable contribution comes
from the scientific community. The work of
Schoitsch (2005) demonstrates that safety and
security cannot be addressed separately, through
examples where safety critical systems are ac-
cessible from ’outside’. Qi and Sangiovanni-
Vincentelli (2018) defines co-design for cyber-
physical systems as a multi-objectives optimiza-
tion problem, in which security and safety are
among the design attributes. Concerning risk man-

agement, Sango et al. (2019) suggests introduc-
ing more activities in between the RM process
of safety and cybersecurity. Schmittner et al.
(2014) developed new analysis methods combin-
ing safety and security by practically extending
FMEA.

To summarize the discussion, it can be useful to
list what we consider essential features of safety
and security co-design of a medical device:

• Introduce the definition of safety and se-
curity critical system for medical devices

• Develop defense in depth principles that
consider safety and security together

• Revise software segregation principles
with respect to safety and security

• Reinforce the compliance with the AFAP
principle for security

• Incorporate the threat landscape in the
development and design review phases

• Design safety and security measures in
order to minimize their interference

• Integrate safety and security in a single
risk management process

• Revise the single fault safety concept in
light of security threats

• Address safety-security trade-offs during
the design phase.

Most of the features are process-related, and
only a few are product-related. Process-related
features shall be given the priority, because they
establish the”co-design principle”.

6. Conclusions

Security and safety have been considered as sep-
arated domains until the revolution of the internet
and more recently the ubiquitous computing for
which access from outside to critical systems, or
even interaction between critical components or
subsystems is part of the intended use Schoitsch
(2005) . From this point in time, safety and se-
curity have stopped to be independent system at-
tributes. The essence of the problem is how to in-
tegrate security and safety in the product life cycle
because it is evident that a system cannot be secure
and safe by pursuing the two goals independently.
The statement of Bloomfield Bloomfield et al.
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(2013) a system is not safe if it is not secure,
pinpoints the core issue.

The healthcare industry needs significant im-
provements in protecting medical devices from
cyber-attacks. Securing communication channels
and network schema and adopting secure soft-
ware practices is largely agreed, while fulfilling
these objectives is not easy and is still debated.
The compliance with applicable security stan-
dards does not seem to provide the solution and
the current state of the practice may even enforce
the misleading belief about safety and security
of medical devices as two design processes that
can be addressed separately. This conceptual gap
has several drawbacks. For example, it reduces
the coverage and effectiveness of the response
to emerging security threats and the discovery of
vulnerabilities. Security vulnerabilities in particu-
lar may undermine safety because they not only
compromise confidentiality and integrity of data
but also offer the possibility of taking control of
the medical device.

This paper has identified the conceptual gaps
of the state of the practice, and the reason why
the design of safe and secure medical devices in
best case is suboptimal. The case study showed
that by considering safety and security as separate,
realistic security vulnerabilities are not identified,
needing additional corrective measures to improve
security by design. This set of corrective measures
constitutes essential features for improving the
state of practice towards co-design of safety and
security.
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