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Risk, uncertainty, decision and stakeholders - best practice for sustainable outcomes
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Quantifying risk and uncertainty and decision modelling have a great deal in common, and in particular that they are
focussed on a main stakeholder or decision-making panel who stands to benefit from the utility they have defined.
In every case, to achieve the objectives of the exercise, an essential starting point with any problem is to interact
with problem-owners, their advisers, experts and close stakeholders to understand their perspectives, views, values,
uncertainties, worldview, etc. In this paper we demonstrate the vital steps to be taken in achieving a high-value
outcome, from discovering the purpose of the modelling, through engaging relevant stakeholders to delivery of a
sustainable and requisite model.
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1. Introduction

Sutherland and Burgman urge us to use experts
wisely (Sutherland, 2015). In risk management
and sustainability management, reliance on ex-
perts is central, as these concepts cross multiple
domains, often with subtle differences in meaning.
Management of risk - potential for harm and its
expected loss - for sustainability purposes is grow-
ing in importance, particularly in the natural envi-
ronment (Barons et al., 2021; Barons and Shenvi,
2023) but also for businesses, research commu-
nities and government departments (Barons and
Aspinall, 2020; Barons et al., 2021).

There is, of course, the temptation to hand a
problem over to the analysts to work on in expert
mode, ‘in which the analysts essentially take the
problem away and conduct the analyses based on
standard models’ (French, 2022). However, there
is a need to recognise that decisions are framed
and defined by their external context (Constable
et al., 2022); analysts are unlikely to be suffi-
ciently well-versed in the domain area to be able
to provide robust and actionable solution options.
Each analyst and expert is typically a product of
a single signature pedagogy (Barons and Kleve,
2021), especially in knowledge codes where the
acquisition of specialist knowledge is emphasised
as the basis of achievement (Maton and Chen,

2019). They use the language, methods and as-
sumptions normative in their own discipline, sim-
ply because this is how they have been trained to
work. These can lead to problems with working
in other domains, for example, mathematicians
making the simplifying assumption that an object
is a unit sphere because that makes the analysis
tractable. A far more productive approach is to
work in ‘facilitated modelling mode in which an-
alysts and problem owners, accompanied maybe
by some experts and stakeholders, meet in one or
more workshops to “solve” the problem’ (French,
2022). However, the chief challenge here is the re-
quirement for humility and a willingness to learn
from others (Barons and Kleve, 2021).

This paper draws on research and experience
of analysis working with diverse stakeholders and
their expert advisors to make evidence informed
decisions which take them into a desired future.
As with any science, standards of ethics and repli-
cability (Fidler and Wilcox, 2021; Gundersen,
2021; Lim, 2019) must be maintained, both for
the justifiability of the decision to auditors and
to demonstrate the sustainability of the actions
toward the desired end.

This paper adds to the existing literature by pro-
viding a summary of best practice that is widely
applicable across domains.
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2. Modelling for decision-making

The first step in working with decision-makers
is often some form of modelling. In this context
decision makers may be single individuals or,
more commonly, decision making panels or even
society itself (Walton et al., 2022), hereinafter
called problem owners. However, what consti-
tutes modelling and its purpose in the problem
resolution space varies widely between domains.
Models are reduced representations of the system
being studied, and necessarily omit many details,
but seek to indicate broad relationships between
entities, issues, processes, behaviors that confront
the problem owners in addressing the challenge at
hand (French, 2022). Model can carry a plethora
of meanings, depending on domain; there is often
a distinction made between quantitative an qual-
itative models, but this is not as clear as might
first appear (see (French, 2022)). Qualitative and
quantitative models are recognised as working in
partnership (Marttunen et al., 2017). Beyond its
ability to serve the purpose for which it is em-
ployed, the model should enjoy the confidence
of the problem owners, and, ideally, their expert
advisors and other stakeholders.

The purposes of modelling include sense-
making (issue formulation, context setting, sur-
facing values, setting objectives, problem struc-
turing), analysis & exploration (quantitative anal-
yses, sensitivity and robustness, validation), inter-
pretation & implementation (communication with
stakeholders, audit and risk management, build-
ing consensus, checking any analysis is requi-
site) (French, 2023; Phillips, 1984; Argyris and
French, 2017). It is important to be clear on ob-
jective before committing to models and analysis,
i.e. to employ value focussed thinking (Keeney,
1988). Whilst modelling for decision making goes
through these three broad stages, it is not, typi-
cally, a linear process. At each stage, the discus-
sions around the problem can surface previously
unexplored aspects, new information, or new re-
lationships between entities. It is a cyclic pro-
cess of eliciting the problem owners’ perspectives,
perceptions of cause and effect, their values, the
data and expertise available, sources and nature of

uncertainties and their knowledge - understanding
relevant to the context - both explicit (scientific)
and tacit (skill-based) (French, 2022; Barons et al.,
2017) p453.

It is clear that the problem owner needs to
be involved with the analyst to produce relevant
and actionable solution options. The question then
becomes how and when to involve them and how
to go about it.

3. The Decision-maker

The decision-maker and their advisors, trusted ex-
perts and other stakeholders are involved through-
out. Whilst there are stages in the process when
expert mode is applicable, these tend to be ele-
ments in an overall process conducted in facili-
tated modelling mode.

The first stage is the soft elicitations stage
where the analysts can start to become familiar
with the domain, its conventions, language, and
sources of authoritative expertise (French, 2022).

Model building depends on the soft elicitation,
surfacing the models which may be useful and
any adaptations or developments which may be
required, should standard models prove to be a
poor fit.

Model quantification is required if the solution
options are to be compared or if they involve a
quantitive measure as an output. In most cases,
the purpose of the analysis to aid human decision-
making and not to automate decisions; parts of the
outputs are often natural language explanations in-
dicating why some solution options are preferred
to others (Leonelli and Smith, 2015, 2013).

Evaluation and feedback allow it to be un-
derstood and operable by the domain decision-
makers. This can involve a lot of tacit knowledge
about how information is typically presented, con-
ventions in language and graphical displays.

Another consideration here is the development
of sustainable decision support software that can
be updated and extended as required.

Finally comes launch and adoption. If the sys-
tem is envisioned to be in place for many years,
those who have not been involved in its design and
development will necessarily be less familiar with
its workings and the assumptions and simplifica-
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tions that have been employed in its development.
Communicating the features and limitations of the
system, and ensuring it is used as intended and not
applied beyond its original remit without careful
consideration of the reliability of the solution op-
tions in the new application, is vital.

3.1. Soft elicitation

An essential starting point with any problem is
to interact with problem-owners, their advisers,
experts and close stakeholders to understand their
perspectives, views, values, uncertainties, world-
view, and preferences. Elicitation seeks knowl-
edge in a reflective process that enhances their self
and shared knowledge (French, 2022). In addition,
preferences are often constructed in the process
of elicitation (Slovic, 1995). Those contributing
knowledge will make a judgement on what is
relevant, so the reasoning behind judgements and
contributions also need to be recorded (French,
2022).

The elicitation process itself is often a series
of facilitated workshops. A good facilitator will
enable all participants to contribute. The Cynefin
Framework, which categorises systems into clear,
complicated, complex and chaotic, can be a useful
tool in discussions (Mark and Snowden, 2017).

Where data are available, exploratory data anal-
ysis (EDA) (Tukey, 1977) can identify potentially
interesting features which can be discussed to as-
certain whether they are truly relevant.

There are a number of cognitive biases per-
taining to elicitation exercises, which are well-
described in the structured expert judgement elic-
itation literature (see, for example Hanea et al.
(2018); Gosling (2018) ) and a good facilitator
will be aware of biases and take relevant steps to
reduce and record them.

Elicitation to structure the problem may involve
a small group consisting of the problem owner
and perhaps a few key advisors. This group will
identify the problem to be solved as they currently
see it. Then the processes, inputs, outputs, actors
in the system need to be elicited.

Next, their perceptions of cause and effect and
how the elements interact need to be elicited.
Again, judgement and domain knowledge are im-

portant, and the process of discussing and agree-
ing the nature of the (relevant parts of) the system
and their relations can increase the problem own-
ers’ understanding of the problem and even shift
the definition of the problem itself. At this stage, it
is of particular importance to address uncertainties
and identify whether they are due to inherent ran-
domness in the system (aleatory), or whether they
are due to a lack of knowledge (epistemic). Once
the problem is clearly defined, it is time to address
the availability of relevant expertise and data. The
problem owner should have a good idea of where
these data and experts can be found, and which
are trustworthy and useful. The analyst can assist
by leading a discussion on the data generating
process, capture any experimental design aspect
of data quality. Outputs of any decision support-
ing mechanism must be comprehensible to the
users of that decision support mechanism. The soft
elicitations process can provide insight into how
relevant outputs, along with their uncertainties,
should be presented.

3.2. Model Building

Unless the problem owner is convinced by the
modelling approach, they are unlikely to use it.
They must be confident that the approach selected
will satisfy the purpose of the modelling exercise.
Selecting an appropriate model and presenting it
to the problem-owners can be helpful in challeng-
ing thinking and eliciting key issues they thought
were irrelevant or struggled to articulate (French,
2022). They need to be appraised of the advan-
tages and limitations of the different candidate
approaches, see French and Kleineberg (2019).
Choosing between robust approaches is a mat-
ter of judgement. Resource availability, including
but not limited to data, expertise and computing
power, may rule out some modelling approaches.

3.3. Model quantification

Having settled on one or more modelling ap-
proaches, the data to quantify the model must be
obtained. A number of challenges can arise here:
that data may simply not exist, it can be of poor
quality such as having many missing values, too
scant, or out of date. Some data may exist but be
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unavailable for ethical reasons, such as personal
data. Wherever the data comes from, it is impor-
tant to have clear variable definitions, recognising
that words are used differently in disparate aca-
demic disciplines (Barons and Kleve, 2021) and
business, industry and government (BIG) sectors.

The more granular the modelling, the more
granular the data needs to be. Often, the compu-
tational time and data requirements for more de-
tailed models can outweigh the additional benefits
in reducing uncertainty and precision of decision
options.

It may be that there is previous, relevant re-
search and, if relevant, official statistics such as
population number and forecasts can be leveraged.

This process will identify the uncertainties
coming from data and the data gaps to be tackled.
It is a matter of judgement whether to fill those
data gaps using modelling or structured expert
judgement approaches (Barons and Shenvi, 2023;
Barons et al., 2021). It is important that experts
are able to envisage each scenario well enough to
allow elicitation of their uncertainties in a robust
and valid fashion (French, 2023; Hanea et al.,
2018; Gosling, 2018).

The impact of model choice on the even-
tual identification of actionable solution options
should not be underestimated (Vassoney et al.,
2021). Replicability of the analysis is non-trivial,
but important (Barons et al., 2025; Fidler and
Wilcox, 2021; Gundersen, 2021; Lim, 2019).

3.4. Evaluation / feedback

Once a model is quantified, it needs to be eval-
uated, and the problem owner and their advisors
employed to identify whether the model behaves
as expected, based on their experience of the sec-
tor. Problem owners tackling issues of importance
to them will react quickly against models and
analyses that do not reflect their understanding
and perceptions (French, 2023). Finally, evalua-
tion of the outputs and their usefulness to the
intended users should be considered and adjusted
as required. There should be extensive sensitivity
and robustness studies (French, 2023) to address
both the optimality of the solutions and the ef-
fect of differing opinions of the problem owner,

their experts and stakeholders and explore the
behaviour of the model more widely to assess its
validity (French, 2003).

3.5. Software engineering

When a decision support model is to be used for a
one-off decision, there is little incentive to con-
sider matters of sustainability of the underlying
code. However, for most applications where the
extensive time investment described here is con-
sidered worthwhile, it is anticipated that the model
will be used by many users or over significant time
periods. In this case, careful consideration of the
robustness of the software is required.

Software needs to be appropriately designed,
with relevant commenting and an eye to future
uses and adaptations. The implementation needs
to be tested to ensure it is error-free and is a
faithful representation of the mathematics in the
model design. Consideration needs to be made of
the maintenance of the software, the resolution of
bug reports, and so on. The model needs to be
adequately documented so that future users and
software maintenance are appraised of the inten-
tions, processes and dependencies of the model-
building. Its usability, endurability, adaptability,
interoperability must be appropriate.

Ethical use of data also appears in the consider-
ation of the software piece, especially in the case
of interaction with other digital systems - data
that is secure in a stand-alone system may be less
secure in a networked system. As well as data
protection regulations, there may be accessibility
regulations that apply to the outputs and other
parts of the model, which need to supported in the
software implementation (see (Jumping Rivers,
2021; The National Archives, 2021) for an exam-
ple).

3.6. Launch & Adoption

Finally, the model is ready for launch and adop-
tion. From here on, it is vital to ensure the users
are appraised of the underpinning assumptions of
the model, the modelling choices made, the mean-
ing of the visualisations and the other information
they receive. Vitally, the uncertainty must be iden-
tified and its impact on the model outcomes made
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cognitively meaningful to the problem owners,
allowing them to move forward with one or more
of the actionable solution options. A valid and
meaningful way of weighting or comparing the
actionable solution options is required (Stewart
et al., 2013). In particular, the range of uncer-
tainties that remain or were excluded from the
analysis is vital in avoiding giving overconfident
advice to the problem-owner (Spiegelhalter, 2017;
Liu et al., 2017)

3.7. Summary

The section headings above can be used as a
checklist for those less familiar with working
across specialities and conducting analysis with
domain experts and problem owners. However,
uncertainty has been referred to but not yet been
defined and the next section seeks to briefly dis-
cuss this vital aspect of analysis to produce ac-
tionable solution options for a decision-maker.

4. Uncertainty

Uncertainty - the inability to answer questions
precisely - can be categorised in many ways,
(Groothuis-Oudshoorn et al., 2017), but there is
no real agreement on how to do so. In general,
modelling to produce actionable solution options
needs a careful consideration of the sources and
types of uncertainty that impact the communica-
tion of a fair and balanced assessment of uncer-
tainty facing the problem owners (French, 2023).
Uncertainty must be addressed within scientific
approaches and faithfully communicated to those
who are designing, implementing and affected by
response measures.

Some uncertainties can be modelled but oth-
ers cannot be quantified easily; clarity and val-
ues need to be resolved by discussion (French,
2003). Deep uncertainty, when decision makers
and stakeholders do not know or cannot agree on
how likely different future scenarios are, is often
addressed by considering scenarios. However, the
appropriateness of the range of scenarios is also
open to question.

The nine types of uncertainty suggested here
fall into three broader groups: stochastic, actor
and epistemic uncertainties relate to the external

world, i.e. scientific uncertainty relating to the ex-
ternal consequences of the decision; judgemental,
computational and model uncertainties relate to
modelling and analysis; ambiguity, lack of clarity,
value, ethical and depth of modelling uncertainties
reflect the confidence the decision makers have
in their perceptions, judgements and the decision
taken.

4.1. Uncertain knowledge of the external
world

Stochastic or aleatory uncertainty is natural varia-
tion or randomness. We cannot predict an outcome
with certainty so we use probability, long run
relative frequencies (Frequentist), propensities to
adopt different states, and subjective degrees of
belief in different outcomes (Bayesian).

Epistemic uncertainty relates to lack of knowl-
edge, for example, we may know a patient has
cancer now, but not when the cancer began or its
causes. Innovation in novel territory can some-
times encounter situations where an interdisci-
plinary group of specialists meets an unanticipated
and entirely inexplicable situation, in which their
expertise does not allow them to grasp what the
problem is, let alone how to resolve it. These
‘epistemic breakdowns’ require dialogue to inte-
grate knowledge in the face of epistemic uncer-
tainty (Mengis et al., 2018).

Actor uncertainty relates to how other actors
will behave, often modelled using probability
models, which assume that over a population,
variations in how people act can be described
stochastically (French, 2022). But humans do not
behave randomly. Different players may adopt
different levels of ‘rationality’; human behaviour
may not be truly rational, but it is directed.

4.2. Uncertainty due to modelling and
analysis

Judgemental uncertainties come from uncertain-
ties about which computational models and al-
gorithms to use, what parameter values to use,
what data sets to draw on, what assumptions are
embedded within model code etc. Sensitivity and
robustness analyses may provide ways to investi-
gate such uncertainties (French, 2023)
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Computational uncertainties arise from the fact
that computers use numerical approximations,
compounded when there are multiple calculations
or iterations. Some computations are infeasible
in useful time frame, so further approximations
are made, e.g. Gaussian Processes (Williams and
Rasmussen, 1995).

Model uncertainty is the gap between the se-
lected model and reality. Models need to be accu-
rate enough for the task at hand and whilst data
models can address modelling error via inflated
variances, not all model uncertainty can be so
easily captured.

4.3. Internal uncertainties about
ourselves

Ambiguity and lack of clarity characterise one
uncertainty abut ourselves. Some of it is linguistic
e.g. lack of clear understanding of some wording
such as ‘health effects’. Data variable definitions
can vary widely. Facilitated workshops are used to
eliminate or reduce this type of uncertainty

Value, social and ethical uncertainty asks whose
values should dominate - the decision-maker, the
government, or society? There are social uncer-
tainties about how expert recommendations are
implemented in society and ethical uncertainties
about acceptable levels of risk and who bears
that risk. Where questions clearly require value
judgements for their resolution, these need to be
resolved by thoughtful deliberation, perhaps sup-
ported by sensitivity analysis, since precision is
irrelevant when there is no effect on the ulti-
mate choice. Value uncertainties introduce social
responsibilities and ethical concerns, particularly
when acting on behalf of stakeholders (French,
2022).

Depth of model uncertainty asks are the models
or analyses requisite, i.e. good enough? Is the
modelling at the appropriate scale? Is there an
urgency that means there is not time to analyse
or model more finely (even though this would be
ideal)?

4.4. Communicating Uncertainty

It is clear that, when problem owners are relying
on analysis to produce actionable solution op-

tions, that a clear communication of the handling
or modelling of uncertainty is provided and any
residual uncertainties are unambiguously commu-
nicated. With chains of models, model combi-
nations, model stacking, disparate data sets, ap-
proximations, multiple calculations, judgements,
and pragmatism there are multiple contributions to
uncertainty in scientific work. Some are difficult
to quantify and will not be fully represented in
uncertainty bounds on plots produced. All need
to be communication to those relying on them, so
they have a full understanding of the uncertainty
they face. Under-reporting the overall uncertainty
to the decision-makers, risks making them over-
confident in their decision (French, 2022).

Some uncertainties may be deep; i.e. arise in
circumstances in which data are too sparse, or
decision-makers, stakeholders and experts dis-
agree too much to quantify the uncertainty con-
vincingly in the time available (Walker et al.,
2012). Moreover, sensitivity analysis may suggest
that many actions may become optimal in vari-
ations across the range of the deep uncertainties
(French, 2023) i.e. a decision for reasonable worst
case may be suboptimal for much more likely
events e.g. too expensive or disruptive or wrong
action altogether.

4.5. Communication

The communication of risk and uncertainty is a
study in itself. To do this well requires understand-
ing audiences, identifying decision-makers and
stakeholders, which may include the general pub-
lic, communities, special-interest audiences and
individuals. Selecting a communication approach,
from decision support to storytelling, for these
disparate audiences is a skill (Walton et al., 2022)

5. Discussion

The World is facing many complex, possibly ex-
istential issues, e.g., in recovering from the pan-
demic, the Ukrainian War and Climate Change.
It is an understatement to suggest that addressing
these will involve many conflicting objectives and
many stakeholders (Walton et al., 2022; Wallenius
and Wallenius, 2022). How the qualitative under-
standing of issues help to structure an appropriate
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quantitative model is not well researched (Pidd,
2004)

The iterative nature of elicitations and mod-
elling exercises mean that if the participants of one
exercise then seek to analyse the same set of issues
using a different methodology, they do so from a
different starting position in terms of their beliefs
and preferences. Any conclusion, be it the same or
different, may simply reflect their learning from
the first analysis (French, 2023).

For decisions in the BIG space, decision ana-
lysts are seldom present with the problem owners
when decisions are finally made. Typically, they
provide reports that feed into the final delibera-
tions ; those facing major decisions are usually
provided with many reports, some specially com-
missioned, some from independent stakeholder
and pressure groups. These are often based on
different framing assumptions, even different sci-
ences and dogmas (French, 2023; French and Ar-
gyris, 2018).

Best practices for sustainable outcomes in risk,
uncertainty and decision-making under uncer-
tainty are complex, time-consuming and expen-
sive, but making a significant decision without the
relevant investment in analysis can be worse.

6. Conclusions

In the complex landscape of sustainability risk
management, it is no longer appropriate for an-
alysts to sit in siloed scientific communities. A
strongly interdisciplinary approach which incor-
porates a robust interaction with problem owners
is required. Here we provide a summary of good
practice in engaging problem owners which can be
used as a checklist for those form expert domains
where interactions are not commonplace and do
not feature in standard pedagogical training.
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