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Ensuring the trustworthiness of Field Programmable Gate Arrays is essential for critical infrastructures’ safe and
reliable operation. However, the globalized nature of IC manufacturing introduces hardware trojan risks, creating
challenges for end users tasked with ensuring hardware trustworthiness. This work explores the nature of the Field
Programmable Gate Array hardware trojan threat across the IC supply chain. Detection and prevention methods are
evaluated, focusing on their feasibility for end users. Although current research offers effective approaches, these
methods are infeasible for end users. Our findings highlight a disconnect between vendor assurances, certification
practices, and the methods for verifying hardware trustworthiness. We emphasize the need to bridge these gaps by
developing end-user-feasible solutions to help verify the trustworthiness of FPGA-based systems.
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1. Introduction

Field-programmable gate Arrays (FPGAs) are be-
ing used more widely due to their flexibility, high-
performance parallel processing, and reconfigura-
bility. They are particularly effective for real-time
tasks that require high reliability and low latency.
Adoption across sectors, such as energy, under-
scores the growing need to secure and ensure trust
in these devices.

A common approach to assuring trustworthy
hardware involves setting security requirements
during procurement. Achieving trustworthiness
requires more than procurement stipulations. It
begins with domain expertise to translate general
risk descriptions into actionable assessments of
complex threats, such as hardware trojans (HT).
Feasible verification methods are then needed to
address these threats effectively.

Security certifications in procurement require-
ments enhance the credibility and transparency
of security measures implemented. While security
certifications establish trust, their scope is inher-
ently focused and cannot guarantee that hardware
is free from vulnerabilities [11]. Moreover, de-

manding certifications in procurement processes
may inadvertently restrict the pool of viable
vendors. Manufacturers with significant market
power might choose not to invest in obtaining cer-
tifications, thereby limiting procurement options.
Consequently, trust is often placed in vendors to
assure the security and integrity of FPGA hard-
ware. However, this reliance is challenged by the
focused scope of certifications and the fragmented
nature of the global integrated circuit (IC) supply
chain.

Bitstream and FPGA’s physical hardware are
foundational to achieving FPGA trustworthiness.
The bitstream defines the routing and configura-
tion of programmable logic, precisely represent-
ing the hardware’s operational state. Countermea-
sures such as encryption, secure boot, and physi-
cal access are feasible methods to help safeguard
the bitstream. Nevertheless, these alone cannot
guarantee trustworthiness, as malicious actors can
embed stealthy HTs into the FPGA IC. Conse-
quently, this work focuses on HT threats within
the FPGA IC, reviewing the feasibility of end-
user methods to verify trustworthiness. It asks the
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question: What feasible methods can end users
adopt to independently verify the trustworthiness
of FPGA hardware? Our contribution is to exam-
ine current methods and assess their feasibility
for end users seeking to verify that their FPGA
hardware is trojan-free.

Understanding HTs’ characteristics and opera-
tional contexts is crucial for assessing their risks.
A strong foundational understanding enables end
users to effectively evaluate the feasibility of ex-
isting detection and prevention techniques. The
following sections delve into this foundation and
review methods to evaluate end-user feasibility
in ensuring trustworthy FPGA hardware. Section
2 analyzes the HT threat, focusing on the HT
taxonomy development to provide a foundational
understanding of its nature. Section 3 introduces
our threat model. We evaluate end users’ chal-
lenges in ensuring hardware trustworthiness with
current methods. Finally, section 4 summarizes
the findings and concludes the review.

2. FPGA Hardware Trojan Analysis

Wang et al. (2008) [14] presented an early HT
taxonomy classifying them by physical, activa-
tion, and action characteristics. The physical char-
acteristics describe their hardware manifestations,
while the activation characteristics detail the cri-
teria or conditions required to trigger the HT. The
action characteristics describe the HT’s impact.

Chakraborty et al. (2009) [5] enhanced the un-
derstanding of HT activation characteristics and
provided a taxonomy for HT Triggers and Pay-
loads leveraging the work by Wolff et al. [15].
Triggers are divided into Digital and Analog
types. Digital triggers include, but are not limited
to, logic changes in discrete states, specific pat-
terns, or sequences of changes. Analog triggers
are HT activations due to environmental condi-
tions such as temperature changes, voltage lev-
els, etc., and can occur gradually and naturally.
Similarly, the Payload is divided into Digital and
Analog categories. According to Chakraborty et
al., the digital payload manipulates binary data
such as gates, registers, memory content, state
machines, etc. Analog Payload affects circuit pa-
rameters such as power and noise margin.

Fig. 1. IC life cycle provided by Chakraborty et al. [5]

Figure 1 illustrates the IC life cycle mod-
eled by Chakraborty et al., within which detec-
tion methods are categorized as destructive and
non-destructive. Destructive approaches encom-
pass techniques like hardware reverse engineer-
ing (HRE), where physical hardware is analyzed
through processes such as de-metallizing the chip
and reconstructing its structure using advanced
microscopy imaging. Non-destructive approaches
are divided into Invasive and Non-invasive tech-
niques. Invasive techniques modify the hardware
design to incorporate features aimed explicitly
at trojan detection or prevention. For example,
hardware obfuscation obfuscates the design and
challenges attackers from reverse engineering the
circuit’s functionality, making it difficult for them
to identify optimal locations to implement the HT.
Unlike Invasive techniques, Non-invasive tech-
niques preserve the original design, making no al-
terations to the design or hardware. Examples are
run-time monitoring, logic testing, and Side Chan-
nel Analysis (SCA). Non-invasive techniques of-
ten leverage Invasive techniques that implement
design alterations for optimal HT detection.

Karri et al. (2010) [8] integrated the IC life
cycle model from [5] with previous classifications
and proposed a new HT taxonomy. The result is
an enhanced HT Taxonomy that adds 1) Insertion
phase, 2) Abstraction level, and 3) Location. 1)
helps understand the relation between the IC life
cycle stages and what vulnerabilities can be ex-
ploited. 2) The abstraction level identifies where
the potential payload can be situated within the
design hierarchy, as shown in Table 1. 3) The
Location categorizes the locations in the hardware
architecture at the system level where an HT can
be inserted, such as the Processor, Memory, I/O,
Power Supply, and Clock grid. This taxonomy
reaches beyond the single IC level and can be
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applied to more complex designs such as System-
on-Chip (SoC), System-in-Package (SiP), etc.

Table 1. Abstraction Level and potential Payload

Abstraction Level HT Payload

System level � Change protocol
Modify design

Development envi-
ronment

� Subvert synthesis, simulation,
verification, validation

Register-transfer
level

� Change logic

Gate Level � Add/Modify gates
Transistor Level � Modify parameters
Physical Level � Modify Layout

Modify wiring

Source: Karri et al.[8].

Furthermore, their work highlights the chal-
lenges encountered by various methods to ensure
hardware trust. According to Karri et al., while
reliability and fault tolerance methods are effec-
tive against natural failures, they are less effec-
tive at detecting malicious modifications like HTs.
Design for Test seeks to improve the controlla-
bility and observability of manufacturing flaws,
but achieving sufficient test coverage to detect
malicious HTs, which fall outside traditional fault
models, remains challenging. Tamper resistance
and tamper evidence can raise the cost for attack-
ers but cannot entirely prevent tampering. Logic
verification is focused on identifying accidental
errors, while design techniques aimed at prevent-
ing side-channel attacks depend heavily on manu-
facturers adhering to strict fabrication standards.

Fault attack countermeasures similarly rely on
design-level techniques and trustworthy fabrica-
tion processes. Watermarking helps deter counter-
feiting but struggles to detect small changes, such
as HT insertion. HRE can determine whether a
chip is HT-free, but it is not feasible on a large
scale due to time and cost constraints. Physical
Unclonable Functions (PUFs) are helpful for au-
thentication and key generation, but detecting a
maliciously replaced PUF in black-box testing
remains difficult [8].

These limitations suggest that no single method
is sufficient to counter the HT threat on its own.
Moreover, the discussed countermeasures hinge
on IC design and manufacturing. As a result,
they leave critical gaps in the post-manufacturing

phases. These gaps include the absence of end-
user feasible detection methods, independent veri-
fication tools, and alternatives to reliance on man-
ufacturer assurances.

Bhunia et al. (2014) [4] describe pre-silicona

and post-silicon as two phases during which any
unauthorized modification of an IC should ideally
be detectable. Pre-silicon detection relies on veri-
fication/simulation of the IC design, offering early
detection of HTs, cost efficiency, design integrity,
and reducing the likelihood of HT insertion dur-
ing the subsequent phase. However, acquiring a
golden model (GM)b for pre-silicon verification
or simulation presents significant challenges due
to the distributed and globalized IC supply chain,
where IPs are often sourced from third-party ven-
dors (3PiP). Furthermore, exhaustive verification
is generally infeasible in chip systems with nu-
merous interconnected components or modules.
The complexity and sheer number of possible
interactions in large designs make testing every
potential scenario impractical as the number of
test vectors grows exponentially.

Post-silicon detection involves specialized test-
ing, such as SCA, where it is important to dis-
tinguish between accidental manufacturing faults
and intentional modifications. Manufacturing
imperfections are inherently non-deterministic,
whereas HTs are deterministic and deliberately
designed to evade detection. This distinction high-
lights the limitations of traditional testing during
the design and manufacturing stages in detecting
malicious HT insertions.

The threat posed by HTs is further amplified
when compared to software trojans. Unlike soft-
ware, which can often be patched or removed after
deployment, IC HTs are embedded in hardware,
making their in-field removal highly difficult.

A significant contribution of their work is the
categorization of current HT countermeasures into
the following groups:

aWe understand pre-silicon as the phase before the IC’s phys-
ical fabrication and entails the design process and the verifica-
tion of the design functionality.
bA golden model is a trusted reference design created during
the pre-silicon phase to validate functionality and detect devi-
ations in testing.



3309Proc. of the35thEuropeanSafetyandReliability& the33rdSociety forRiskAnalysis EuropeConference

(i) Trojan Detection Approaches.
(ii) Design for Security (DfS).

(iii) Run-time Monitoring.

i) Detection approaches involve Destructive
methods such as HRE to unveil HTs post-silicon.
However, HRE is again argued to be nonviable
due to cost and time constraints. Non-destructive
methods, like post-silicon logic testing and SCA,
are deemed more viable. While pre-silicon ver-
sions of these methods exist, they still face the
golden model challenge.

ii) DfS techniques aim to prevent trojan in-
sertion or facilitate detection for post-fabrication
validation methods. DfS is primarily implemented
during the design and manufacturing stages and
is argued to strengthen i) e.g., post-silicon trojan
detection approaches such as logic testing and
SCA.

iii) Run-time Monitoring operates beyond the
design and manufacturing phases to detect and
mitigate trojan activation by, for example, contain-
ing the threat by activating fail-safe mechanisms.
However, these mechanisms hinge on the prereq-
uisite of DfS techniques, which loop back into ii)
and trusting the product supplier.

The categorization of countermeasures, along
with the division of design and manufacturing into
pre- and post-silicon phases, is a significant con-
tribution for risk owners in strategizing against the
HT threat. It highlights the importance of combin-
ing the three categories of countermeasures and
addressing pre- and post-silicon phases to ensure
their effectiveness. However, the efforts are still
hinged in the IC design and manufacturing.

Xiao et al. (2016) [16] summarized a decade of
research, expanding on earlier efforts to deepen
the understanding of HT threats [14, 2, 5, 8, 3,
4]. Building upon the previous life cycle model,
they introduced an enhanced semiconductor sup-
ply chain model, illustrated in Figure 2. While
the model was designed for the semiconductor
supply chain, we believe it adequately represents
the FPGA IC supply chain when evaluating fea-
sible methods for end users to ensure trustworthy
FPGA hardware. The model outlines seven stages
in producing semiconductor-based chips. Lever-

aging this semiconductor supply chain model,
a comprehensive attack evaluation identifies the
threats the various stakeholders face within the
supply chain, as illustrated in Table 2.

Furthermore, Xiao et al. integrate new HT
countermeasure research and enhance previous
HT taxonomies. Functional Validation, Formal
Verification, and Code/Circuit Coverage are pre-
silicon detection techniques. Functional Valida-
tion applies simulation compared to test vectors
used in Functional Tests but shares the same lim-
itations related to triggering rare states in large
and complex designs. Formal Verification deploys
mathematical methods to prove the predefined se-
curity properties of the design but can fail to detect
functionality outside the defined security logic.
Code analysis checks the HDL code exercised
during simulations attempting to cover all func-
tional scenarios. On the other hand, Circuit Cov-
erage evaluates how much of the physical circuit,
including its structural elements like gates, nodes,
and paths, is tested to detect faults and verify func-
tionality. The main drawback of code and circuit
coverage is that achieving high coverage does not
guarantee functional correctness or the absence of
defects. While they measure how thoroughly the
code and hardware structure have been exercised,
they may fail to verify the correctness of behavior
and detect subtle errors, adding manual postpro-
cessing to identify if unknown signals and gates
are related to HTs.

For the DfS/DfT approach, prevention meth-
ods are expanded. In addition to Obfuscation and
Functional Filler Cells, Camouflage is added. The
main goal of the Camouflage technique is to pro-
tect from HT insertion by concealing functional-
ity, altering layouts, and replacing unused spaces
with testable circuitry.

Lastly, Split Manufacturing (SM) for Trust has
been added as an anti-HT approach. SM secures
IC designs by dividing fabrication between the un-
trusted Front-End-of-Line and trusted Back-End-
of-Line foundries. This promotes a need-to-know
strategy and hides critical interconnections, reduc-
ing the risk of trojan insertion or design theft.
Techniques like 2D, 2.5D, and 3D manufacturing
[12] have been researched to enhance feasibility.
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Fig. 2. The Semiconductor Supply Chain, as provided by Xiao et al. [16]

Table 2. Comprehensive Attack Models

Model Description 3PIP Vendor SoC Developer Foundry

A Untrusted 3PIP vendor Untrusted Trusted Trusted
B Untrusted foundry Trusted Trusted Untrusted
C Untrusted EDA tool or rogue employee Trusted Untrusted Trusted
D Commercial off-the-shelf component Untrusted Untrusted Untrusted
E Untrusted design house Untrusted Untrusted Trusted
F Fabless SoC design house Untrusted Trusted Untrusted
G Untrusted SoC developer with trusted IPs Trusted Untrusted Untrusted

Source: Xiao et al.[16]

However, SM is not a universal solution for coun-
tering HT threats [10]. Moreover, performance
trade-offs and costs have significant impacts.

2.1. Emerging detection methods

Emerging research shows promise for end users
by advancing HT detection methods.

To enhance the coverage for formal verifica-
tion, Wang et al.[13] proposed an SAT-based
bounded model checking approach using Propo-
sitional Projection Temporal Logic (PPTL). The
approach mitigates the state explosion problem. It
relies on an accurate RTL design and correctly de-
fined PPTL properties; flaws in either may cause
critical issues to be overlooked. Additionally, it
goes undetected if an HT does not violate the
predefined properties. The finite exploration depth
also means that dormant HTs may be missed, and
the approach is limited to RTL-level anomalies.
As a design-time verification method, it does not
address post-synthesis or fabrication-time HTs.

At the RTL level, He et al. [7] propose a novel
EM side-channel fingerprinting method for HT
detection that eliminates the need for a GM and
reduces the end user’s involvement in the design
and manufacturing phases. Instead, the method
uses the genuine RTL code to generate EM sig-
natures as a reference. However, the method pre-
dominantly focuses on detecting sequential HTs
and may not effectively identify combinational
HTs or payloads that do not significantly alter

EM emissions. Although this approach removes
the requirement for a GM, it still relies on an
initial trusted state at the RTL level for reference.
Challenges remain, including the need for special-
ized lab conditions to shield the environment from
EM and noise interference, access to advanced
measurement equipment, and expert knowledge
and skills.

Krachenfels et al. [9] propose a novel approach
for combating dormant HTs using Laser Logic
State Imaging (LLSI) without requiring triggering
or a GM. LLSI employs laser voltage imaging to
extract logic states from transistors on a trusted
chip. Modulating the supply voltage forces dor-
mant logic to become visible, enabling the detec-
tion of parametric HTs, particularly those affect-
ing routing, logic state transitions, and doping-
level modifications. However, it is less effective
against passive or highly subtle parametric HTs
that do not significantly alter logic states. For
effective analysis, the chip must be physically
removed from the PCB and, in many cases, de-
packaged to expose the silicon die for direct laser
probing. Additionally, power supply modulation is
necessary to stimulate logic transitions. If the on-
board voltage regulators do not support this, they
may need to be bypassed or modified. LLSI is ex-
pensive and complex, requiring specialized laser
microscopes, precise lab conditions, and expert
handling.

Cheng et al. [6] introduce an innovative run-
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time monitoring technique for detecting HTs in
FPGAs deployed in IoT devices. This approach
leverages embedded temperature sensors to col-
lect real-time data, using a predictive model to
estimate expected frequency distributions. The
method dynamically builds its reference from
FPGA sensor readings without requiring a GM.
However, it still relies on an initial trusted state for
learning, making it vulnerable if an HT is present
from the start. Additionally, its dependence on
dynamically adjusting detection thresholds intro-
duces the risk of miscalibration, potentially reduc-
ing accuracy. Since it detects HTs based on ther-
mal behavior, logic-based attacks without notable
power changes may evade detection.

The above advances significantly contribute to
verifying trojan-free ICs but remain heavily de-
pendent on the design and manufacturing stages.
Moreover, effectively addressing the HT threat
often necessitates a combinatorial deployment of
countermeasures, drastically increasing cost and
complexity and reducing feasibility.

3. FPGA Supply Chain: Stakeholders,

Roles, and Threats

The globalized FPGA supply chain introduces
vulnerabilities at multiple stages of the design
and manufacturing process. These vulnerabilities
create opportunities for HT insertion, posing sig-
nificant risks. Chip suppliers within the semicon-
ductor supply chain operate across various roles
and business models. Foundries specialize in fab-
ricating chips for other companies, and fabless
firms focus solely on chip design and outsourc-
ing production. Integrated Device Manufacturers
combine design, manufacturing, and sales within a
single organization, maintaining full control over
the process. 3PiP providers contribute building
blocks for chip designs, while EDA tool providers
enable efficient design and optimization. Original
Equipment Manufacturers integrate these chips
into consumer products, relying on component
distributors and resellers to ensure supply.

The threat model detailed in Table 3 assumes
a fabless FPGA supplier and that the end user is
past the design and manufacturing phases, con-
centrating on the FPGA IC design process from

Specification to Assembly. Additionally, we in-
clude the Deployment stage to illustrate how HT
exploitation can be facilitated by malicious hard-
ware manipulation in earlier design stages.

3.1. End users challenges

Section 2 analyzed the HT threat, and according
to [4], combining post-silicon validation with DfS
techniques can achieve high levels of trust against
HTs. However, this level of security is typically
for extreme cases and is unlikely to be feasible for
most defenders post-manufacturing. Such a secu-
rity strategy requires comprehensive insight and
control over all design and manufacturing stages.
The globalization of the IC supply chain further
complicates this, making it infeasible for end users
to oversee all contributors involved.

Even with complete oversight and control, per-
suading a chip manufacturer to adjust ongoing
production to accommodate tailored DfS solutions
is highly unlikely. For instance, integrating real-
time run-time monitoring to detect abnormal be-
havior would need to be planned during the design
phase. While end users can request such features,
they inevitably lead to increased production and
testing costs and performance overhead. Addition-
ally, the complexity of sourcing components from
multiple providers makes uniform enforcement of
DfS strategies across the supply chain exception-
ally challenging. Ensuring transparency from all
parties involved is further hindered by concerns
over intellectual property and the risk of exposing
proprietary technologies valued at millions.

Regardless of the FPGA supplier’s business
model (fabless, 3PiP, etc.), it is unrealistic for end
users to demand added requirements in the sup-
plier’s design or manufacturing stages for security
verification. Only a select few end users may have
the leverage and resources to achieve the oversight
and control required to ensure complete trust in
these stages. Even if the design and manufactur-
ing stages are trustworthy, the post-manufacturing
ecosystem faces challenges from unauthorized or
counterfeit suppliers, potentially jeopardizing the
FPGA’s trustworthiness. Given these constraints
and looking at the attack models detailed in Table
2, we believe Attack Model D best represents end-
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Table 3. Design stages, Stakeholders, and Threats.

Design Stage Entity Role Threat Examples

Specification
Stage

Fabless Company Defines chip specifications and
high-level design requirements

Manipulated specifications can introduce vulnerabilities
that propagate throughout the design process.

RTL De-
sign/Behavioral
Level

Fabless
Company, IP
Core Provider

Develops RTL code; Provides
reusable IP blocks for design
integration

Trojan insertion or design flaws due to rogue designers,
untrusted IP cores, or third-party design elements.

Netlist/Gate
Level

EDA Tool
Vendor

Converts RTL design into netlist or
gate-level representation through
synthesis

Malicious modifications during synthesis from untrusted
EDA tools, potentially inserting Trojans or altering
gate-level designs.

Physical
Design/Layout
Level

EDA Tool
Vendor

Translates netlist into physical
design layout for manufacturing

Trojans or security vulnerabilities introduced during
layout generation via untrusted EDA tools, affecting the
final chip design.

Fabrication and
Post-Fabrication
Testing

Foundry, Test
Facility

The Foundry fabricates ICs on
silicon wafers, and the Test Facility
conducts functionality tests on
fabricated chips

Hardware Trojans may be inserted during fabrication, and
some vulnerabilities could go undetected during testing,
allowing compromised chips to proceed to assembly.
Compromised test tools could cloak HTs

Assembly Assembly
Facility

Assembles and packages the chip
after testing

HTs may be introduced during chip assembly and
packaging at untrusted facilities.

Deployment OEM, Distributor Integrates ICs into products and
distributes them to the market

Physical or side-channel attacks can exploit
vulnerabilities introduced during earlier stages, impacting
the deployed products in the market. A dishonest
integrator could counterfeit ICs

users’ FPGA trust challenges. As a result, with
current methods for ensuring trustworthiness, end
users must rely on vendor trust when procuring
FPGA hardware.

The HT threat area remains challenging to com-
prehend due to the limited number of publicly
disseminated attacks. In this context, examining
the threat from an attacker’s perspective provides
valuable insights. Xue et al. [17] shift the perspec-
tive to evaluate the feasibility of inserting HTs in
real-world scenarios. Their research reveals that
while HT insertion is achievable, it involves sig-
nificant complexity and demands substantial ex-
pertise and resources, relying on a highly skilled
and well-equipped attacker to compromise the IC
supply chain. This perceived improbability can
make it difficult for end users to justify the con-
siderable costs and efforts required to mitigate HT
threats. Nevertheless, research has underscored
the potentially severe consequences for mission-
critical systems if such an attacker were to exploit
the HT threat successfully [1].

4. Conclusion

This work underscores the pressing need for feasi-
ble methods that enable end users to ensure trojan-
free hardware. Our evaluation of current methods
reveals significant limitations in their feasibility
for end-user applications. While existing research
predominantly focuses on countermeasures dur-
ing the design and manufacturing stages, it leaves

substantial gaps for end users operating beyond
these phases. By addressing these gaps, we hope
our work provides valuable insights into the bar-
riers to achieving hardware trustworthiness and
highlights the importance of future research to
develop feasible, end-user-oriented solutions.

Artificial intelligence-based tools and automa-
tion are already enhancing the effectiveness of
techniques like side-channel analysis and run-time
monitoring. However, for end users who cannot
influence design and manufacturing, there remains
a critical need for methods that can be applied
post-manufacturing. Advancing these efforts is
essential for strengthening trust in FPGA-based
systems and safeguarding future critical infras-
tructures.
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