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This paper discusses the implementation of predictive analytics a plastic injection molding production line. The production
line was analyzed to understand the process and identify the machines for their function, parameters available and
communication capability / protocols. Sensors for environmental parameters, water, and compressed air supply were added.
An IIoT architecture was designed for communication interoperability between the edge computer and the line machines.
This allowed each machine data to be captured, synchronized and stored in a database. A dashboard was designed with user
friendly interface (UI), allows operators to easily comprehend production status; and process experts can analyse historical
data via charts. For the analytics, the line data was studied with the process experts to identify line issues and key parameters
which drive these issues. It was found that the line would shut down a few times a day for an unknown reason, at that time.
Using analytic tools and studying data captured from the production line, key parameters causing the unplanned shutdown
were identified. The event was able to be predicted ahead of time. Based on the findings regarding the issue root cause, the
predictive analytics model was developed and fine-tuned. The model provided alerts with 10 minutes lead time at 75%
confidence.

1. Introduction Fig. 1 Block diagram for Injection molding line

The user manufactures medical products such as needles and 2. Predictive analytics for injection molding line

catheters. The user is embarking on plan to digitize the manufacturing

process, and has approached I3 for collaboration to build up their 2.1 IIoT architecture

capability in data sciences and analytics. A project within the user’s

plastic injection molding plant was identified, where statistical Based on studies of the line VFN17 the processes and equipment
parameters will be captured :

analytics will be applied to the plastic injection molding machine VL ‘ )
1. Injection molding machine (Text file)

parameters to predict issues on the molded parts. During the initial

2. Hot runner controller (Text file)
investigation, it was found that the injection molding sensor, process 3. Mold cooling solution (OPC-UA)
and environment parameters are currently not being collected, which 4. Water chiller (Modbus)
is needed for performing any analytics. The project will first start by 5. Raw material auto-feeder (OPC-UA)
thering the iniecti i hi ; . ; 6. Machine and Process Cooling Water Supply (MCWS and
gathering the injection molding machine parameters, environmen PCWS) flow, temperature and pressure (I0-Link)
and process parameters into a database as part of the project. The user 7.  Compressed Dry Air Supply temperature and pressure
also requested to perform analytics during the POC data to determine (I0-Link)
if signals can be detected, and for an Android alert app. 8. QC sample request sample request (Ethernet)
9.  Clean Room Temperature and Humidity (REST)
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The IIoT architecture for data capture was developed.

©2022 ASPEN 2022 Organisers. ISBN: 978-981-18-6021-8. All rights reserved.



, | Proc. of the 9th Intl. Conf. of Asian Society for Precision Engg. and Nanotechnology (ASPEN 2022)
@] AS P E N 15-18 November 2022, Singapore. Edited by Nai Mui Ling Sharon and A. Senthil Kumar

Injection Molding Machine Predictive Analytics Hi-level Architecture

iy VEN17 Unplanned downtime (12 Oct 2020 to 7 Jan 2021
: 1 oamm T S 1 i 0 [

;
i

!
|
|
|

Fig. 2 Injection molding line IloT architecture October 2020 and 7 Jan 2021. All shutdown events required
operator intervention.

Communications from the machines, sensors and small board

computers would be integrated at HPE EL300 edge computer. Once

the communications were enabled, and parameters captured, a study

was done with the process experts to identify the most important

parameters. In total, around 700 parameters are captured. 2.3 Predictive analytics model

Fig. 5 Material starvation data charts

The predictive analytics model was built following the data
On the VM server, Microservice APIs were developed to pull JSON analysis pipeline below.
data from the Edge server and write into an SQL database.

Data Analysis Pipeline for VFN17 machine

Data Analytics Pipeline
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Enginesring Development Evaluation
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4 i Fig. 6 Data analysis pipeline -
Fig. 3 Block diagram for the Injection molding machine predictive
analytics
2.3.1 Raw Data from VFN17
The database was designed to be easy to scale, with a sensor ID, data
columns and timestamp. From the raw data, there were 36 VFN17 unplanned stoppage events :
1. 33 events from Raw material auto-feeder Bins

A dashboard based on user inputs, was developed to display the line 2. 1 event due to water chiller Fault 6
status, parameters, alerts and charts. 3. 2events “Others” (e.g. Robot loss grip)

VFN17 Unplanned downtime

(13 Oct 2020 to 7 Jan 2021)
Other, 2

Water
chiller,1_—

Raw material auto
feeder, 33

Fig. 4 Dashboard for Injection Molding Line

Fig. 7 VFN17 unplanned stoppage events

2.2 Data Analysis .
The data captured was analysed to identify issues which were 2.3.2 Data Pre-processing

happening on the line. It was observed that a shutdown of the

Injection Molding Machine would happen 36 times between 13 The average period of VFN17 first alert to stoppage is found to be 10

minutes, and this period was used for data labelling.
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For the period of analysis there were 7,847 segments, used to create a

balanced dataset.

Balanced datasets

A~

Fig. 9 VFN17 data segmentation

2.3.3 Feature Engineering
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205 key parameters were identified during feature extraction. 15
time-domain features were applied to these parameters.

Total number of segments () 7847
Number of key parameters (B) 205
Number of time-domain features (C) 15
Total number of extracted features ~24 million
(AxBxC)

Fig. 10 Feature extraction

Aveage e

ranawn eaesn

et ot
it BN

Tome of rwm
[ep—
g (A

P i

Shrems
Confliars

? | s esemese

. Sk Faczae
s
b | Mg =B
© i
N [rpep—
0 | e e T
U arrgituse Pug = min{s (i})
13 M ampleede P = max(alil)
u i Pia =P =Pu
15 Pesom PamR PR

Fisher’s Ratio was used identify key features for model development.
The top 3 VEN17 unplanned stop features was from the Raw material

auto-feeder machine.
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Fig. 11 Feature selection

2.3.4 Model Development

Neural Network was chosen as it was able to learn by example and

more fault tolerant.

A predictive model was then built to predict VFN17 unplanned

stoppage events.

Predictive Model Deployment

Every 63 extract data from

database, sccumulate the data for

interval (10 samples)

+
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ingection malding machine
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Fig. 12 Predictive model for VFN17

2.3.5 Performance Evaluation

The metrics for evaluating the ML model performance :

Accuracy
(ACC)
True-Positive-
Rate (TPR)
True-
Negative-Rate
(TNR)

Area Under
Curve (AUC)

number of corvectly classified instances
total number af instances

number of correctly classified positive instances
total number of positive instances

number of correctly classified negative instances
total number of negative (nstances

DefTned as the trade offbatween TPR& TNR

Fig. 13 Classification metrics

From the data analysis undertaken, Neural Network TPR value was

the highlight. For predictions obtained using the ML model, the

message to users is “Injection Molding Machine is going to stop in

10mins”

Classification Results
The best TPR is 75.54% using Neural Network with accuracy of 94.7%
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ACC (Accuracy)

TPR (True Positive Rate)

TNR (True Negative Rate)

AUC (Area Under Curve)
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94.67% indicates the ability to predict normal & unplanned stoppage at
94.7% of the time.
75.54% implies that when there are 100 instances of unplanned
states, 75.54 can be correctly
95.26% implies that when there are 100 instances with state of running
smoothly, 95.3 instances can be predicted correctly
85.40% the value for the trade-off between TPR and TNR
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Fig. 14 Classification results

The predictive analytics results are displayed on the dashboard.
Real-time Predictive Analytics Dashboard
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Fig. 15 Real-time predictive analytics dashboard

3. Conclusions

The IIoT architecture with predictive analytics to predict injection
molding downtime was developed successfully. Key parameters can
be captured by integrating various communication protocols. The data
was synchronized and stored in a database. The data will also
displayed on the dashboard, live. The solution has been deployed
on-line successfully and can predict VFN17 upcoming downtime 10
minutes ahead of time.
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