COUPLING MODEL CHECKING AND PSA — A CASE STUDY
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Performing exhaustive model checking for a digital instrumentation and control (I&C) system, when both hardware
failures and the detailed functionality of the I&C system are considered, can be challenging due to scalability issues.
In our previous work, we have proposed a coupling approach where the model checking analysis is restricted to a
limited set of postulated hardware failures based on probabilistic safety assessment (PSA) results, potentially
improving scalability of model checking. Based on the pilot case study using a small example system, the coupling
approach should scale quite well to larger systems. In this paper, we study the applicability of the coupling approach
by performing a case study using a more complex example system, based on a fictitious reference model of a boiling
water nuclear reactor. Compared to unrestricted model checking analysis, the computation times decreased
considerably when the analysis was restricted. Still, the overall process for introducing the failures requires a lot of

manual labor, and needs to be automated.
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1. Introduction

Model checking (Clarke et al. 1999) is a formal
verification method. In model checking, a desired
system property (hardware or software) is verified
over a system model by exhaustively enumerating
over of all reachable states and possible behaviors
(Clarke et al. 1999). When the system model fails
to satisfy a wanted property, the model checker (a
software tool used for analysis) produces a

counter-example demonstrating a  scenario
violating the property.
Exhaustive verification of digital

instrumentation and control (I&C) systems can be
challenging, especially when both hardware
failures and detailed functionality of the 1&C
systems are taken into account. Already for a
rather simple I1&C design, the system model can
become too complex. This can be an issue
especially in safety critical domains, such as
nuclear power.

In our previous work (Lahtinen and Bjorkman
2016b), we have proposed a c oncrete concept-
level coupling approach, combining model
checking and probabilistic safety assessment
(PSA) for the verification of digital I&C systems.
The main idea of the approach is to use PSA
results to restrict the model checking analysis to a
limited set of postulated component failures.
Based on the small-scale case study, the approach
seems quite promising.

In this paper, we study the applicability of the
coupling approach by performing ac ase study
using a more complex example system, based on
a fictitious reference model of a boiling water
nuclear reactor (Authén et al. 2015). The focus of

the case study is on assessing the scalability of
model checking when the analysis is restricted
based on PSA results.

The rest of this paper is structured as follows.
Section 2 discusses coupling between PSA and
model checking. In section 3, the example system
of the case study is summarized. The concept-
level coupling approach is presented in section 4.
In section 5, the case study is presented. Sections
6 and 7 conclude this paper.

2. Integrating Model Checking and PSA

2.1 Related research
We have reviewed related work in Bjorkman et al.
(2015), and L ahtinen and Bjoérkman (2016a,
2016b). Our aim is not to repeat the review but to
extend it with some of the latest related research.
Large part oft he current related research
focuses on using model checking techniques for
Model-Based Safety Analysis (MBSA)a nd
computing minimal cut sets (MCS) (e.g. Bozzano
et al. (2015a, 2015b)), or computing dynamic
fault trees (e.g. (Volk et al. 2018)). In Chen et al.
(2015), an approach for combining model
checking and fault tree analysis for verifying
software safety properties is presented. In the
approach, the safety properties to be verified by
model checking are generated from minimal cut
sets computed from a sequence fault tree (fault
tree included with features from computational
tree logic of model checking).

2.2 Coupling model checking and PSA
There are, atl east in theory, considerable
similarities between model checking and PSA.
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Most of the differences relate to the level of detail
of the models. For example, the application
software is modelled in more detail in model
checking than in PSA. From theoretical point of
view, the main differences relate to modelling of
time. Model checking enables much more flexible
means for modelling time compared to the fault
tree/event tree methodology (most commonly
used approach for PSA).

The coupling between PSA and model
checking can be loose or tight. In loose coupling,
expert judgement is needed in the interface of the
two methods. In tight coupling, no such
judgement is required. Typically in tightly
coupled approaches, an underlying algorithm of
one methodology is utilized inth e other
methodology (e.g. to improve computational
efficiency as in Bozzano et al. (2015a)).

In  loosely coupled approaches, the
methodologies are generally either used
separately to analyze different aspects of the
model, or the results of one methodology is used
as input for the other. For example, in (Ortmeier
et al. 2003), model checking is used to prove
functional correctness with respect to a for mal
model, whereas fault tree analysis (FTA) is used
to validate the model and to consider technical
defects. The focus of our work is on loosely
coupled approaches.

In Lahtinen and Bjérkman (2016a) several
ways to utilize model checking and PSA together
were identified. Most of them are loosely coupled
approaches, and covered by the coupling
approach presented in section 4.

3. Example System

Our example model is based on the DIGREL PSA
model for a fictive boiling water reactor (BWR).
The following brief description of the model is
based on Authén et al. (2015).
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The BWR has four redundant safety systems.
The architecture of the safety I&C is presented in
Figure 1. The protection system is divided into
two subsystems, called RPS (reactor protection
system) and DPS (diverse protection system).
The 1&C units included in the protection system
are the acquisition and processing unit (APU) and
the actuation logic unit (ALU). In addition, a
manual control unit I&C unit (MU) is dedicated
for operator actions.

The protection system is designed with fault
tolerant features. The fail-safe actions are
separately defined for each RPS/DPS safety
function and for each actuation signal.

For model checking purposes, we constructed
realistic but fictitious application software model
using the Final Safety Analysis Report forth e
U.S. EPR nuclear power plant concept (Areva NP
2013) as a reference. The application logics
(function block diagrams) for the actuation
signals of the emergency core cooling (ECC)
system and emergency feedwater (EFW) system
were developed. Signal status processing was
also included within elementary blocks. Signal
status information refers to its assessed validity.
The status information allows the application
logic to, e.g., exclude invalid data from a majority
vote. Status processing is used in different nuclear
1&C system supplier’s logics (Pakonen and
Buzhinsky 2019).

The model consist of APU and ALU modules
distributed between four redundant divisions and
two subsystems. EFW is controlled by the DPS
and the ECC is controlled by the RPS. The safety
function processing logic for the RPS APU and
ALU is shown in Figure 2. T he safety function
processing logic for the DPS APU and ALU is
shown in Figure 3.
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Fig. 1. Flow diagram of one train of the example NPP (modified from Authén et al. 2015). The architecture has
been modified from (Authén et al. 2015). The main difference is that the measurements are not shared between

divisions.
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Fig. 2. The processing logic for each of the four redundant APUs and ALUs (RPS). The definitions for the
function blocks can be found in Areva NP (2013).
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Fig. 3. The processing logic for each of the four redundant APUs and ALUs (DPS).
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4. Coupling Approach

4.1 Coupling model checking and PSA

The general coupling approach is illustrated in
Figure 4. Th e approach is based on the
methodology presented in Lahtinen and
Bjorkman (2016b). M ainly the approach for
model checking has been updated and, thus, we
focus in the approach description on that part of
the methodology. Fora more in-depth description
of the other phases, we refer the reader to
Lahtinen and Bjérkman (2016a, 2016b).

The main idea of the approach is that the model
checking analysis is restricted to a smaller set of
postulated hardware failures based on PSA
results. Under these failures the system behavior
is then analyzed more rigorously using model
checking and the results are again compared
against the PSA model.

First, weus e PSA to compute the relevant
minimal cut sets and related risk importance
measures. The relevant set of minimal cut sets
depends on the model checking scope. Th e cut
sets can be computed, e.g., for a single fault tree
representing a safety function, event tree accident
sequence including several safety functions, or for
a whole event tree. From model checking
perspective, the basic events of a minimal cut set
represent a combination of hardware (or software)
failures events that are relevant for the analysis.
Risk importance measures describes which basic
events are most critical.
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The model checking approach applied in
Lahtinen and Bjoérkman (2016b) was based on a
methodology for modelling hardware failures
described in L ahtinen (2014a, 2014b). In the
development of the methodology, failure modes
used in PSA where adopted. The applicability of
the methodology for modelling hardware failures
was studied using an older version of the DIGREL
PSA model as a case study (Lahtinen 2014a).
The case study demonstrated that the approach
does not scale to large models consisting of
several many redundant safety systems (failure
behavior was not restricted).

Our early experiments with the current case
study showed that the scalability did not improve
considerably, even when the failure behavior of
the model was restricted based on PSA results.
Therefore, we adopted a new approach for the
model checking phase.

4.2 Model checking failure modelling approach
Our alternative approach for model checking is
based on work presented in Pakonen and
Buzhinsky (2019). The approach uses a failure
element, implemented as a code module for the
NuSMV (Cimatti el al. 2002) model checker.
Instances of'th e failure module are placed into
locations in the model where failures are
postulated to occur. At any time instant, the
failure module can replace the output signal with
a nondeterministic (Boolean or integer) value.
The failure can be either self-announcing

' ™,
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scenario

Correct the errorsin]4
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o

Fig. 4. Coupling approach (modified from Lahtinen and Bjérkman 2016b).
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(apparent from the status of the signal) orn on-
self-announcing. In other words, the status of the
signal is also non-deterministic upon failure. The
true failure status is also given as an output,
allowing the analyst to also observe failures that
are non-self-announcing.

4.3 Incorporating hardware failures

To incorporate hardware failures, a failure
module is simply placed into a “physical” location
where a hardware failure is postulated to have an
effect on a logic signal. We developed a set of
rules to guide the placement of failure modules.
The following hardware components are
considered (as in Authén et al. (2015)):

e Processor module: A failure module is added
after each output oft he failed unit
(APU/ALU).

* Digital/analog input module: A failure
module is added for each input signal going
to the digital/analog input module of the
failed unit.

* Digital output module: A failure module is
added after each relevant output of the failed
unit.

e Communication module: A failure module is
added at the communication link between the
relevant units.

e Backplane: A failure module is added after
each output of the failed unit.

*  Power supply: A failure module is added
after each output of the failed unit.

*  Measurement: A failure module is added
after the failed measurement.

In case of common cause failures (CCF), the
failure modules are added for each redundancy
present in the CCF. It is also possible to restrict
the failure behavior (loss of function/spurious
function and undetected/detected failure (Authén
et al. 2015)) of a failure module. If we restrict the
failure behavior scalability may improve, but the
coverage of the analysis may decrease.

5. Case Study

We performed a case study using the graphical
model checking tool MODCHK (Pakonen et al.
2017), which is based on NuSMV. For the case
study, we included four model checking model
configurations:

*  ClI: No failures are included in model.

e (C2: The failure behavior is not restricted.
Three redundancies of both systems can fail
in an arbitrary manner.
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e (C3: The failures are limited to the output
modules for ECC pump start and valve open
signal, and EFW pump start and valve open
signal of all ALUs. Failures are added for
three redundancies.

e C4: The processor module of three redundant
APUs can fail in both systems.

For each model configuration, we performed
the same model checking analysis, i.e. identical
properties were verified. We compared the
analysis times (i.e. the time it for the model
checker to verify the given property) and state
spaces of the NuSMV model configurations.

For configuration C3 and C4, we used PSA
results in the specification of failure locations.
We selected for both systems two sets of CCFs
that are among the most critical hardware failures
and affect the systems in different ways.

According to Authén et al. (2015), the success
criterion for EFW system and ECC system (when
credited) is that one out of to four redundancies is
able to perform its safety function. T hus, we
added failures to three redundancies of both
systems. Configuration C1 isi ncluded inthe
comparison to demonstrate the impact of the
failure modelling to the analysis time and to the
state space. For configuration C4, three different
versions were modelled: (C4.1) the failure
behavior of failure modules is not restricted,
(C4.2) all failures are detected and (C4.3) all
failures remain undetected. The purpose of the
different versions is to study how detectability
affects the analysis results. The following
properties were analyzed:

* Pl: Either ECCor EFW system shall be
started (in at least one redundancy) when
limit values of relevant measurements are
reached.

*  P2: There shall be no contradictory outputs.

*  P3: Water leakage in a pump room shall stop
the respective pump.

*  P4: There shall not be any deadlocks.

For properties P2 and P3, the correct behavior
is checked only for the redundancy that does not
contain any failures. For property P3, we
specified separate properties for ECC and EFW
systems. The combined analysis time of both
properties is measured. We split property P4 into
eight sub-properties, four sub-properties for each
system. We checked that it is always possible
(under any initial condition) to reach a state in
which the system is started, the system is not
started, the system is stopped, or the system is not
stopped. The combined analysis time of all sub-
properties is measured. The results of the analyses
are collected into Table 1.
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Table 1. Summary of model checking results. The state space shows the number of reachable states. Computation
times are given in seconds (under t(s) column). ‘y’ property was satisfied, ‘n’ property was not satisfied (under y/n

column). ‘- could not be computed in reasonable time.

Configuration Cl C2 C3 C4.1 C4.2 C4.3
State space 6.0E+47 2.5E+145 4.1E+58 9.0E+58 9.0E+58 4.8E+58
time/satisfied t(s) | ymn t(s) y/n t(s) | yn t(s) | ymn t(s) | yn t(s) | ymn
Property P1 2 y - - 3 y 3 n 1 y 3 n
Property P2 2 n - - 3 n 3 n 2 n 2 n
Property P3 3 n - - 4 n 4 n 4 n 5 n
Property P4 3 y - - 9 y 3 y 3 y 8 y

For configuration C4, the results differed a bit
compared to the other configurations. Due to
three undetected failures, either ECC or EF W
system cannot be started. If the output of APUs
is zero due to processor failure, only one of the
inputs to the 2 out of 4 voting logic blocks can be
set. Based on PSA results, two detected DPS
APU processor failures should prevent EFW from
starting and, thus, property P1 should not be
satisfied for configuration C4.2 (ECC fails due to
a design error in the RPS processing logics). The
unexpected model checking results depend on
how fault tolerant features are accounted for in the
different models. The P SA model follows the
principles described in Authén et al. (2015). Due
to the default values specified for the safety
function, two detected APU failures will cause a
spurious stop signal. In the NuSMV model, the
signal status processing will exclude the invalid
data from the majority vote and,thus , two
detected failures will not cause a spurious close
signal.

The results clearly show that including all
possible failures simultaneously in the model will
complicate the model considerably. Already with
a rather simple model, the state spaces grow
almost by 100 orders of magnitude. None of the
properties of the unrestricted failure model could
be analyzed in reasonable time (under eight
hours).

The number of states depends on the number
and type of input signals and internal variables,
but a state is only called reachable if there is at
least one execution in which it appears (Bérard et
al. 2001). The failure modules not only add
variables, but also allow the model to reach states
that it o therwise would not. Thus, the used
modelling approach has an impact on the state
space (e.g. the impact of time related function
blocks is briefly discussed in Bjorkman et al.
(2009)). We would like to note that the number or
reachable states is not an unambiguous measure
for system complexity. However, it can give an
approximate indication.

By focusing the analysis on a certain set of
hardware failures (based on PSA results),
considerable improvement in computational
times was achieved. For all ofthe restricted
model configurations, the computation times were
quite close to the model configuration with no
failures.

The type of the hardware failures can have a
large impact on the analysis results. For example,
undetected failures and detected failures can
cause a very different result. Whether the failure
is loss of function or spurious function is of major
importance, as well.

6. Discussion

The results of the case study demonstrate that the
analysis time decreases considerably when the
failure behavior is restricted. PSA results were
used to specify critical failure points in the system
architecture and the failure modules were added
into those positions. The failure modules also
enable restricting the type of a hardware failure.
This could further improve the scalability of the
approach.

In practice, it might be necessary to restrict the
failure behavior of failure modules when model
checking analysis goes beyond single failure
tolerance analysis. Analyzing failure scenarios
the system is not designed to handle is not
practical or sensible as seen in the case study. For
example, three undetected failures can prevent
required actuation, whereas three detected failures
cannot. For restricting the behavior, PSA results
can be used. For the example system, the PSA
results show that three undetected APU processor
failures in one system will prevent the start of all
four redundancies. Simplified failure modules
could also be created to represent the restricted
failures to facilitate the modelling and property
specification.

Another benefit of th e used model checking
approach is that itd oes not specify what the
failure modules represent. Inth e case study, we
used the failure modules to represent certain types
of hardware failures. Th e approach could also
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enable to model, e.g., the software failure modes
specified in Authén et al. (2015).

The limitations include the restricted analysis
scope and the manual labor needed to build the
models. The focus is to analyze a restricted set of
hardware failure combinations selected based on
PSA results, e.g. based on top 50 minimal cut sets.
We note that it is not guaranteed that such an
analysis scope is sufficient. It is possible that
individual failures that do not occur in the most
important minimal cut sets can also, together with
a software design error, cause potentially unsafe
scenarios. However, analyzing al arger set
minimal cut sets may not be any longer practical.
Only in case of very small systems, it may be
feasible to analyze all combinations of failures
exhaustively.

The current version of MODCHK does not
support automatic generation of models based
hardware failure combinations. Th erefore, the
models need to beb uilt manually for each
hardware failure combination. The process need
to be automated, otherwise only a very limited set
of hardware failure combinations can be
considered. Our goal is to develop MODCHK to
better support the analysis. Autom ating the
process will make the coupling between PSA and
model checking tighter.

7. Conclusions

There are many similarities between model
checking and PSA. Coupling between PSA and
model checking can be made on many levels. For
example an underlying algorithm or data
structured of one methodology can utilized in the
other  methodology (e.g. to  improve
computational efficiency), or the methodologies
themselves are use together. The focus of our
work has been in the co-use of the methodologies.

In this paper, we studied the applicability of a
coupling approach by performing a case study.
The approach has been developed for the
verification of digital I&C systems including both
hardware failures and detailed functionality of the
1&C systems. The results oft he case study
showed that the scalability improves
considerably, when the failure behavior is
restricted. However, some limitations of the
approach were also highlighted.

In the discussed approach, the coupling
between model checking and PSA is loose, i.e.
expert judgement is needed in the interface
between PSA and model checking. When model
checking and PSA are used together, the benefits
of tight integration in practice are somewhat
limited. This is partly due to the different levels
of detail and how time can be considered in the
models. Thus, loose coupling can be more
applicable from a pra ctical point of view, even
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though it may require quite a lot of manual labor.
However, in many cases, at least part oft he
manual labor can be automated making the
coupling more tight.

In our future work, we plan study the
applicability of using model checking to support
the definition of failure modes in the software
failure modelling of PSA.  Another loosely
coupled approach we plan to study considers
using PSA to support model checking in hardware
failure tolerance analysis and I&C architecture
assessment.
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